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The scientific mind is the same
as the poetic mind and musical mind.
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Preface

The vast impact of this monograph among the best in the world of the physical
sciences and engineering shows that one cannot stop the march of ideas, in
the words of Victor Hugo, nothing stands between science and the freedom
of thought, blind censorship always fails in a dismal way. Intolerance and
scorn always gives way to enlightenment and acceptance of a new truth. The
scientific imagination is no different from poetic or musical imagination. The
paper UFT 313 on www.aias.us and www.upitec.org is the theme for many
variations, producing an objectively powerful post Einsteinian paradigm shift,
in the words of Alwyn van der Merwe. The theme is geometry, the closest thing
to eternity that the human intellect has devised. Geometry is unchanging, a
kind of objective perfection upon which to build variations with hypotheses of
physics. The variations are rigorously tested at every stage, with the use of
computer algebra whenever possible.

History always repeats itself as generation after generation finds its own
voice. For example on July 3rd 1822 Schubert produced a short prose piece
called “Mein Traum”, or “My Dream”, a kind of prelude to the songs in Win-
terreise, Winter’s Journey: “I wandered away to a far, far land ...... through
the long, long years I sang my songs ...... and before I knew it I was in that
circle from which the loveliest melody sounded. I felt the whole measure of
eternal bliss compressed, as it were, into a moment’s space.” He died just short
of his thirty second birthday on 19th November 1828, having produced over
a thousand works, many of them unparalleled masterpieces. Earlier, in the
seventeenth century, Henry Vaughan produced the lines: “I saw eternity the
other night, / Like a great ring of pure and endless light, / All calm as it
was bright.” Both the musical and poetic mind record discoveries made in an
instant which last for centuries, a flash of light can last an eternity, a melody
can be composed in an instant and last forever.

We know that ECE theory will last indefinitely, because the scientometrics
show that the interest has reached a high, constant plateau, and in some ways
the interest is still increasing after fifteen years (March 2003 to present). So the
theory has passed one test of history very quickly, the acid test of permanence.
Schubert was less lucky, apart from his small intellectual circle of good friends
he was unknown in his lifetime until Schumann started to play his music and
publish his work. For more than a century he was still regarded as a songwriter,
until his true place in history emerged. One has to wander into a far, far land
to rid the mind of bad ideas, received ideas, then one finds one’s own voice in
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PREFACE

science, music or poetry, or any area of the human intellect as it strives ever
onward, generation after generation.

Schubert and Brahms always asked who dare follow Beethoven or Mozart
or Haydn. The answer though was always there. Beethoven changed music
after Mozart had achieved a perfection of a kind. Then Schubert changed
music after Beethoven had achieved a perfection of another kind, and so it
goes on. Who dares challenge the dogma of standard physics? The answer is
already here. All humanity can share in the song, millions already do.

In writing my part of this book, all acknowledgment is due to the colleagues,
who are like Schubert’s group of friends. In particular Dr. Horst Eckardt, who
has developed the use of computer algebra and graphics literally to a fine
art, checked everything for over a decade, and added works of his own with
Dr. Douglas Lindstrom. The other main co author is the eminent scholar
and critic Stephen Crothers, so we make a harmonious string quartet. The
orchestra consists of Fellows and staff of ATAS / UPITEC, particular thanks
are due to Dave Burleigh, Gareth Evans, Alex Hill, Robert Cheshire, Steve
Bannister, Kerry Pendergast, Alwyn van der Merwe, Jose Croca, Bo Lehnert,
Simon Clifford, Norman Page, Bob Fritzius, Franklin Amador, Russ Davis and
Axel Westrenius, amid many others. Special thanks to Manfred Feiger for the
artistic design of the book cover and Jakob Jungmaier for precise typesetting.

Craig Cefn Parc, 2017 Myron W. Evans
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Chapter 1

Introduction

The first volume of this book [1] (see also [2] - [24]), is entitled “Principles of
ECE Theory: A New Paradigm Shift of Physics”, (PECE), a paradigm shift
based on geometry. “Ubi materia ibi geometria”, “where there is matter there
is geometry” was a saying coined by Johannes Kepler several hundred years
ago. The teaching of ECE on www.aias.us and www.upitec.org has made
a tremendous impact on physics and the great paradigm shift has developed
rapidly. PECE covered the development up to early 2014. Since then a hun-
dred further papers have appeared so it is timely and important to review the
major advances contained in them, beginning with UFT 313. This paper devel-
oped the rigorous second Bianchi identity using the Jacobi and Ricci identities.
This was the method used by Bianchi and earlier by Ricci, However, spacetime
torsion was unknown in their time so they proceeded with a curvature based
theory. UFT 313 rigorously corrects their work for the presence of torsion, first
inferred by Cartan and others in the early twenties. By basing the correction
in the fundamental Jacobi identity, a rigorous new identity emerges, named
the Jacobi Cartan Evans (JCE) identity purely in order to distinguish it from
other identities in the literature.

The first and by now famous development of the second Bianchi identity
in UFT 88 has made its way around the best universities in the world because
it is the first paper to realize that the structure of the Einsteinian general rel-
ativity is changed completely and fundamentally by torsion. The ECE theory
is based on torsion, and from the outset re-established the correct geometry.
UFT 88 was followed by UFT 99, which uses the commutator method to show
that if torsion is zero then curvature is zero. So neglect of torsion means that
the Einstein theory is fundamentally erroneous. The Einsteinian curvature is
zero, so its gravitational field is zero, reductio ad absurdum. About a dozen
definitive proofs were spun off from UFT 99 and all have been read avidly for
nearly a decade, without any objection. Nothing could be a clearer demonstra-
tion of the complete failure of the Einstein theory. It was an influential theory
in its time, but progress means that it is now obsolete. The UFT papers now
show many faults in the Einstein theory, which is greatly improved by ECE 2.

It was decided to base ECE2 on the JCE identity because it in turn is



based on the rigorous Jacobi identity. This required the use of the Evans tor-
sion identity of UFT 109, and of the Ricci identity generalized for torsion. The
tensor algebra of UFT 313 must be translated to vector algebra in order to
define the geometry of the ECE 2 field equations. These are field equations of
gravitation, electrodynamics, fluid dynamics and indeed any area of physics,
a demonstration of the fundamental meaning of a generally covariant unified
field theory. This translation was carried out in UFT 314 and forms part of
chapter two on geometry. Chapter two is a synopsis of UFT 313, UFT 314
and UFT 354. The latter shows that correct consideration of torsion in the
fundamental theorem of metric compatibility completely changes the relation
between connection and metric used by Ricci, Bianchi, and later Einstein.
UFT 354 concludes that the torsion tensor must be completely antisymmetric,
in all three indices, a new discovery in fundamental geometry that goes be-
yond Cartan’s work. This means that Einstein’s field equation is completely
incorrect. The field equation of Einstein was abandoned after the realizations
and implications of UFT 88 were accepted worldwide.

The ECE 2 vector geometry of UFT 314 produces a structure which is su-
perficially similar to the electromagnetic field equations of special relativity,
which are Lorentz covariant in a Minkowski spacetime as is well known. In
Minkowski spacetime however, both torsion and curvature are zero. The ECE 2
field equations are generally covariant in a mathematical space in which both
torsion and curvature must be non zero. This is a fundamental requirement
of any geometry in any mathematical space of any dimension. As shown in
UFT 99, the requirement follows from the action of the commutator of covari-
ant derivatives on any tensor, for example a vector. The result of the operation
of the commutator on the vector is to define the curvature and torsion simul-
taneously. This is demonstrated in full detail in UFT 99 and in the definitive
proofs. The latter are simplifications of UFT 99. The obsolete physics removed
the torsion tensor arbitrarily by use of a symmetric connection and continued
to neglect torsion incorrectly. The symmetric connection implies a symmetric
commutator, which vanishes, so the curvature vanishes if torsion is arbitrarily
neglected. ECE does not use an arbitrary “censorship” of torsion.

UFT 315 introduced a new fundamental axiom, which showed that the
field equations could be based on curvature as well as torsion. This realization
greatly extends the scope of the original ECE field equations. The curvature
based equations were based on the JCE identity. This new axiom is the basis
of ECE 2 and is developed in chapter three, on electrodynamics and gravita-
tion, and following chapters. The field equations were simplified by removal
of internal Cartan indices so their mathematical structure is also simplified.
It looks identical to the Maxwell Heaviside (MH) field equations but with big
differences and advantages. The key difference is that the field equations of
ECE 2 are generally covariant in a space with non zero torsion and curvature.
The general covariance of ECE 2 reduces to Lorentz covariance, but the under-
lying mathematical space is one in which the torsion and curvature are both
zero. This was given the name “ECE 2 covariance”.

The ECE2 field equations of electrodynamics, gravitation, fluid dynamics,
and any subject area of physics are all Lorentz covariant in a space with
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CHAPTER 1. INTRODUCTION

finite torsion and curvature. The property of Lorentz covariance has the great
advantage of allowing the use of properties which up to the emergence of ECE 2
were associated with special relativity in Minkowski spacetime. For example
the hamiltonian and lagrangian, and the Lorentz force equation. However,
ECE2 has a considerably richer structure than special relativity, and ECE 2
has the overwhelming advantage of being able to unify what are thought to
be the fundamental force fields of nature: gravitation, electromagnetism, weak
and strong nuclear fields. Unification takes place with ECE 2 covariance.

ECE 2 offers a much greater flexibility in the definitions of fields and po-
tentials than ECE, so there is considerable scope for development. Chapter
three of this book exemplifies this development with UFT 315 to UFT 319,
which define the ECE2 field equations of gravitation and electromagnetism
and draw several completely original inferences. In UFT 316 the earlier, tor-
sion based, axioms of ECE theory were augmented by curvature based axioms,
and this is the key advance given the appellation ECE 2 theory. For example
the magnetic flux density can be defined in ECE 2 as being proportional to
spin torsion and also as being proportional to spin curvature. In the first case
the proportionality is the scalar magnitude of vector potential, in the second
case it has the units of magnetic flux, which is weber. Similarly the electric
field strength is defined in ECE 2 as being proportional to the orbital torsion,
and also as being proportional to the orbital curvature. Another key insight
of UFT 316 is that internal Cartan indices can be removed, resulting in field
equations that look identical to the Maxwell Heaviside equations (MH), but
these are field equations defined in a space with finite torsion and curvature.
This is the essence of ECE 2 theory.

In UFT 317 the complete set of equations of ECE 2 electrodynamics is given
without internal Cartan indices. In general the magnetic charge current den-
sity is non zero, and vanishes if and only if a choice of spin connection is made.
The set of equations is based directly on Cartan geometry and has the same
format as the MH equations in a mathematical space with non zero torsion
and curvature. This poperty defines ECE 2 covariance and also defines special
relativity in a space with non zero torsion and curvature. In ECE2, both
torsion and curvature are always non zero as required by fundamental consid-
erations of the commutator described already. This is true of any geometry in
any dimension in any mathematical space. The space of ECE 2 is four dimen-
sional - spacetime. The spin connection enters directly in to these equations.
In UFT 317 the continuity equation of ECE 2 is derived from geometry and a
new set of field potential relations is defined.

In UFT 318 the ECE2 field equations of gravitation are derived from the
same Cartan geometry as the field equations of electromagnetism, so a gener-
ally covariant unified field theory is derived. The gravitational field equations
are also ECE 2 covariant, and have the same overall properties as electromag-
netism. Example properties are given in UFT 318: antisymmetry, equivalence
principle, counter gravitation and Aharonov Bohm effects. Newtonian gravi-
tation is a small part of ECE 2 gravitational field theory.

This fact is emphasized in UFT 319, which develops Newtonian and non
Newtonian gravitation. The Newtonian limit of ECE 2 gravitational theory



is defined, and the ECE 2 antisymmetry law used to derive the equivalence
principle between gravitational and inertial mass. Non Newtonian effects in
ECE 2 are exemplified by light deflection due to gravitation, simple estimates of
photon mass are made. These major advances have made UFT 319 a popular
paper, currently being read about one thousand two hundred times a year
from combined sites www.aias.us and www.upitec.org. The combined ECE 2
papers used as the basis of this book are currently being read about forty one
thousand times a year.

The advances made in UFT 313 to UFT 319 form the basis for chapters two
and three of this book. Chapters Five and Six develop the ECE 2 covariance
principle from relevant source papers. In UFT 320 the gravitomagnetic Lorentz
transform is developed on the basis of ECE 2 covariance, which is defined as
Lorentz covariance in a space with finite torsion and curvature. Applying the
ECE 2 transform to the field tensor of gravitation produces the Lorentz force
equation, which is in general relativistic. The gravitomagnetic Biot Savart and
Ampere laws are developed for comparison. The laws are applied to planar
orbits to find the gravitomagnetic field of the orbit and the current of mass
density of the planar orbit. The method is generally valid and can be used on
all scales.

In UFT 322, perihelion precession and light deflection due to gravitation
are developed with the gravitomagnetic Ampere law of ECE2. The ECE2
gravitomagnetic field is developed for dynamics in general and for an orbit
in three dimensions. For two dimensional orbits the perihelion precession and
light deflection due to gravitation are expressed in terms of the gravitomagnetic
field of the relevant mass. In UFT 323 orbital theory in general is developed in
terms of the Lorentz transform of the field tensor of ECE 2 gravitomagnetic and
dynamic theories. The concept of Lorentz transform is extended to the Lorentz
transform of frames. In ECE 2 the Lorentz transform becomes a concept of
general rather than special relativity. The theory is applied to an a priori
calculation of the perihelion precession in terms of the gravitomagnetic field.

In UFT 324 the relativistic Binet equation (RBE) is inferred and used to
solve the Lorntz force equation of ECE2. The RBE is inferred from the
Sommerfeld hamiltonian and relativistic orbital velocity calculated straight-
forwardly. The orbital velocity equation is used to derive the velocity curve
of a whirlpool galaxy and also to give a precise explanation of the deflection
of light and electromagnetic radiation due to gravity. These major advances
are collected in Chapter Seven and overthrow the obsolete Einstein theory. In
UFT 325 the solution of the ECE gravitomagnetic Lorentz force equation is
expressed in terms of the ECE 2 covariant hamiltonian and lagrangian. The
lagrangian is the classical Sommerfeld lagrangian and is solved by computer al-
gebra and relativistic methods. A scatter plot method is used to infer the true
precessing orbit. It is shown that this is not the result of the Einstein theory,
which develops severe difficulties. Therefore ECE 2 gives the exactly correct
result both for perihelion precession and light deflection due to gravitation.

Chapter Five deals with quantization of ECE 2 and applications to spec-
troscopy. Several new types of spectroscopy are inferred. Quantization is
based on ECE 2 covariance, so the quantization of special relativity can be
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CHAPTER 1. INTRODUCTION

applied but in a space with finite torsion and curvature. Various schemes of
quantization are developed in UFT 327, resulting in new types of shifts that
can be tested experimentally. A new axiom of ECE 2 relativity is introduced,
that the laboratory frame velocity of the ECE transform is bounded above by
c/ \/5, where ¢ is the universal constant of standards laboratories known as
the vacuum speed of light. This axiom allows a particle of mass m (notably
the photon) to move at ¢, thus removing many obscurities of standard special
relativity. The axiom results immediately in the experimentally observed light
deflection due to gravitation, the “twice Newton” result.

In UFT 327 the ECE 2 metric is used to produce an orbital equation which
can be interpreted as a precessing ellipse. This result confirms the demon-
stration that the lagrangian and hamiltonian of ECE 2 relativity produce a
precessing ellipse without any further assumption. None of the assumptions
used in the obsolete Einstein theory are needed. This is a healthy development
because the Einstein theory is riddled with errors, being fundamentally incor-
rect due to neglect of torsion. UFT 327 provides an important demonstration
of the failings of the Einstein theory. Its claims to produce a precessing ellipse
fail qualitatively (i.e. completely) due to poor methods of approximation.

In UFT 328 the existence of precessing orbits from ECE 2 relativity is con-
firmed using both numerical and theoretical methods. These are used to find
the true precessing orbit using ECE 2 covariance. The true orbit is given by si-
multaneous solution of the ECE 2 lagrangian and hamiltonian using numerical
methods. The only concepts used are the infinitesimal line element, lagrangian
and hamiltonian of ECE 2 relativity. The analytical problem is in general in-
tractable, but the numerical solution is precise. The elaborate and incorrect
methods of Einsteinian relativity are clearly obsolete.

In UFT 329 new types of electron spin resonance (ESR) and nuclear mag-
netic resonance (NMR) spectroscopy are developed. These are of general util-
ity in atoms and molecules, and in all materials. The novel resonance terms are
expressed in terms of the W potential of ECE 2, which has the same units as
the A potential of the obsolete Maxwell Heaviside (MH) theory. UFT 330 de-
velops hyperfine spin orbit coupling theory by replacing the restrictive Dirac
approximation. This method reveals the presence of several novel spectro-
scopies of great potential utility. New schemes of quantization are proposed
and order of magnitude estimates made of the hyperfine splitting.

UFT 331 develops a new type of relativistic Zeeman splitting by discard-
ing the Dirac approximation. The Zeeman effect develops an intricate new
structure, which is illustrated graphically and illustrated with the 2p to 3d
(visible) transitions, and 4p to 5d (infra red) transitions. The former splits
into nine lines, the latter into forty five lines. These can be resolved to pro-
duce an entirely new spectroscopy. This is a popular paper, heavily studied.
It challenges the traditional approach in many ways. UFT 332 follows with the
ECE 2 theory of the anomalous Zeeman effect, producing novel spectroscopic
structure that can be tested experimentally. This paper shows that the ninety
year old Dirac approximation implies that the classical hamiltonian vanishes.
This unphysical result means that a lot of hyperfine structure has been missed.
If this structure exists, it is of great use in the laboratory, if it does not exist

7



there is a crisis in relativistic quantum mechanics. It is become clear that
Dirac carefully chose approximations in a subjective manner in order to give
the experimental results. Einstein also used this subjective approach in an
incorrect manner.

UFT 333 develops new and rigorous schemes of quantization of ECE 2 rel-
ativity. Each scheme leads to different spectral results. The method used
by Dirac in the twenties used a subjective choice of approximation, which is
taken literally means that the classical hamiltonian always vanishes, an absurd
result. Dirac avoided the problem by subjective laundering of the approxima-
tions. UFT 333 reveals the fragility of this method because it shows that
different rigorous schemes of approximation give different spectra. This means
that relativistic quantum mechanics is not rigorous, it is a transitional theory
to an as yet unknown theory. Einstein regarded quantum mechanics in much
the same way, and rejected the Copenhagen interpretation out of hand, with
de Broglie, Schroedinger and others.

UFT 334 develops a rigorous test of relativistic quantum mechanics with
ESR. Two example set ups are used: an electron beam and the anomalous
Zeeman effect in atoms and molecules. UFT 335 follows up by considering the
effect on NMR of discarding the Dirac approximation, and replacing it with
rigorous ECE 2 quantization. There are measurable effects on the chemical
shift, spin orbit and spin spin interaction.

UFT 336 begins a new phase of development of vacuum ECE 2 theory by
considering the ECE 2 vacuum needed for the Aharonov Bohm (AB) effect.
This vacuum is traditionally defined as regions where potentials are non zero
but in which fields are zero. It is shown that the AB vacuum contains an
ECE 2 vector potential which can cause ESR and NMR in the absence of
a magnetic field. It should be possible to test these effects experimentally
by using a variation of the Chambers experiments. UFT 337 follows up by
showing that the ECE 2 theory is richly structured AB type vacuum and can
be defined entirely by the spin connection. The ECE 2 vacuum can be used to
explain the radiative corrections, so the theory can be tested experimentally.
The minimal prescription is defined by the W potential of the ECE 2 vacuum,
which is developed in terms of a Tesla vacuum and a relativistic particle flux.

UFT 338 introduces the ECE 2 vacuum particle and defines its mass by us-
ing experimental data on the anomalous g factor of the electron. The vacuum
particle mass can be used to define the g factor to any precision. The severe
limitations of the Dirac theory of the electron are discussed. These limita-
tions are due to the fact that the Dirac approximation, applied directly and
literally, means that the classical hamiltonian always vanishes. The theory of
UFT 338 replaces quantum electrodynamics, which is riddled with subjectivity
and which cannot be tested experimentally without the arbitrary adjustment
of variables and the arbitrary removal of infinities known as renormalization.

UFT 339 follows up by developing the dynamics of the ECE 2 vacuum par-
ticle. The relativistic hamiltonian of the ECE2 vacuum is inferred, and the
Hilbert constant is reinterpreted as the velocity of the vacuum particle multi-
plied by the universal power absorption coefficient of UFT 49 on www.aias.us.
It is argued that the universe is an equilibrium between elementary and vac-



CHAPTER 1. INTRODUCTION

uum particles. This process has no beginning and no end. The mass of the
universe is made up of the combined mas of elementary and vacuum particles
and there is no “missing mass” as in the obsolete physics. Some examples are
given of Compton type scattering processes which could be used for experi-
mental testing. UFT 340 follows up by developing the ECE 2 theory of the
Lamb shift from the ECE 2 vacuum, an AB vacuum made up of wave-particles
which can transfer energy and momentum to elementary particles. A survey
on the vacuum papers is given in chapter Six.

UFT 341 is a paper that deals with gravitational amplification by stimu-
lated emission of radiation (GASER). This apparatus design is based on that
of the LASER, and stems from the ECE 2 gravitational field equations, whose
structure is the same as the ECE electromagnetic field equations. The gravi-
tational Rayleigh Jeans and Stefan Boltzmann laws are inferred. The energy
density of gravitational radiation, if observed without controversy, is propor-
tional to the fourth power of temperature. It is reasonable to assume that
gravitons are absorbed and emitted by atoms and molecules. It may become
possible to amplify gravitational radiation to the point where it becomes ob-
servable in the laboratory.

UFT 342 begins a series of papers on cosmology and develops an exact
and simple description of light deflection due to gravitation and perihelion
precession from ECE2 relativity. Therefore ECE 2 unifies the now obsolete
special and general relativity. UFT 343 develops Thomas and de Sitter pre-
cession from the concepts introduced in UFT 342 and using the foundational
definition of relativistic momentum. UFT 344 develops the theory of planetary
precession as a Larmor precession produced by the torque between the ECE 2
gravitomagnetic field of the sun and the gravitomagnetic dipole moment of the
Earth or any planet. In general, any observable precession can be explained
with the ECE 2 field equations. UFT 345 follows up by applying the method
geodetic and Lense Thirring precessions using ECE 2 gravitomagnetostatics in
an ECE 2 covariant theory. The Lense Thirring calculation is in exact agree-
ment with Gravity Probe B and the geodetic precessional calculation in good
agreement. UFT 346 is a heavily studied paper and gives a general theory of
any precession in terms of the vorticity. The result is given in terms of the
tetrad and spin connection of Cartan geometry. The theory is applied to the
planetary, geodetic and Lense Thirring precessions, giving an exact agreement
in each case in terms of the vorticity of the mathematical space of the ECE 2
field equations.

In UFT 347 the precession of an elliptical orbit is considered in terms of
the ECE2 Lorentz force equation. The method is to use ECE2 relativity
and the minimal prescription. The hamiltonian is defined of a particle in the
presence of a gravitomagnetic vector potential with the units of velocity. The
lagrangian is calculated from the hamiltonian using the canonical momentum
and the Euler Lagrange equation used to derive the Lorentz force equation. In
the absence of gravitomagnetism this equation reduces to the Newton equation.
Any precessional frequency of any kind can be described by the precession of
the Lorentz force equation. UFT 348 follows up by considering the minimal
prescription introduced in UFT 347 in order to show that precession emerges



directly from the relevant hamiltonian. This is the simplest way to describe
precession. The Leibnitz force equation is augmented by terms which include
the observed precession frequency, and becomes a Lorentz force equation. For
a uniform gravitomagnetic field the force equation can be derived from a simple
lagrangian, and the former can be expressed as a Binet equation. UFT 348 is
a heavily studied paper.

UFT 349 begins the development of the ECE 2 theory of fluid dynamics and
shows that they have the same ECE 2 covariant structure as the ECE 2 equa-
tions of gravitation and electromagnetism, thus achieving triple unification in
terms of ECE2 relativity described in Chapter Eight. The series UFT 349
to UFT 360 is very heavily studied. UFT 349 shows that spacetime turbu-
lence can be detected by its effect on a circuit such as that in UFT 311 on
www.aias.us. It is shown that Ohm’s Law and the Lorentz force equation are
intrinsic to the ECE 2 field equations, and emerge from their geometry. They
therefore have equivalents in gravitation and fluid dynamics.

UFT 350 is a posting of “Principles of ECE Theory”. UFT 351 develops
the new subject of fluid electrodynamics. The Reynolds number is incorpo-
rated into the calculations, producing the transition to turbulence. Electric
power form spacetime is a direct consequence of fluid electrodynamics. It is
shown that the Stokes and convective derivatives are examples of the Cartan
covariant derivative. The spin connection for the convective derivative is the
Jacobian and is a fundamental concept of fluid dynamics and fluid electro-
dynamics. Numerical solutions illustrate flows. UFT 352 develops a scheme
of computation and animation to calculate the electric field strength (E) and
magnetic flux density (B) imparted to a circuit from the vacuum, or spacetime.
All relevant quantities are calculated from the velocity field, which becomes
turbulent at a given Reynolds number. It is a heavily studied paper.

UFT 353 generalizes ECE 2 fluid dynamics by introducing viscous effects
using the most general format of the Navier Stokes and vorticity equations.
The resulting structure is that of ECE 2 relativity, and it is shown that the
whole of fluid dynamics can be reduced ot one wave equation. UFT 354 is
on connections of the anti symmetric and totally antisymmetric torsion tensor
and is incorporated in Chapter Two on fundamental geometry.

UFT 355 is the most heavily studied paper of the ECE 2 series at present
and introduces simple field and wave equations of fluid electrodynamics. These
describe the transfer of energy and power from a fluid spacetime, aether or
vacuum to a circuit, notably that of UFT 311. It is shown that the process
conserves total energy /momentum and total charge/current density, which are
transferred from fluid spacetime to the circuit. It is followed up by UFT 356,
another very heavily studied paper that considers the induction of spacetime
properties by material fields and potentials. It shows that spacetime is a
richly structured fluid described by fluid electrodynamics. The spacetime in
turn induces properties in a circuit. UFT 357 verifies fluid electrodynamics
experimentally by using the well known radiative corrections, known to high
precision experimentally. These include the g factors of elementary particles
such as the electron, and the Lamb shift in atomic hydrogen. The anomalous
g of the electron is explained to any precision with spacetime vorticity and the
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Lamb shift to any precision with the spacetime potential. All this is subject
of chapter Eight.

UFT 358 introduces the subject area of fluid gravitation, which is ECE 2
unification of gravitation with fluid dynamics. In fluid dynamics, the acceler-
ation due to gravity, mass density and other fundamental concepts originate
in spacetime considered as a fluid. Ultimately, all concepts are derived from a
moving frame of reference. It is shown that the main features of a whirlpool
galaxy can be described with fluid dynamics without the use of dark matter or
black holes. UFT 359 describes spacetime structure generated by Newtonian
gravitation, which is illustrated with the velocity field, vorticity, the charge
defined by the divergence of the velocity field, the vorticity (the curl of the
velocity field, the current and so on). These are illustrated with Gnuplot
graphics. This is followed up by UFT 360 which gives the generally covariant
inverse square law of all orbits, in which the acceleration due to gravity is
defined as the Lagrange or convective derivative of the orbital velocity. This
is the derivative in a moving frame of reference and is an example of the co-
variant derivative of Cartan. These results on unification of gravitation with
fluid dynamics are presented in chapter Nine.

Chapter Ten, contributed by Ulrich E. Bruchholz, presents an alternative
method of unifying Riemann geometry with electromagnetism. As a stunning
result, properties of elementary particles are obtained. Standard modellers
haven even given up to try this. Chapter Eleven was written by Stephen J.
Crothers and reviews the invalidity of Kirchhoff’s Law of thermal emission and
the non-universality thereby of Planck’s equation for thermal spectra, and the
implications for the “CMB” and Big Bang cosmology.
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Chapter 2

The Effect of Torsion on
Geometry

2.1 The ECE 2 Theory

The effect of torsion on Riemannian geometry is profound and far reaching.
This was not fully realized until 2003, when the Einstein Cartan Evans (ECE)
unified field theory was inferred. It gradually became clear as the ECE series of
papers progressed that the entire edifice of the Riemennian geometry collapses
if torsion is forced to vanish through use of a symmetric Christoffel symbol.
This means that Einsteinian general relativity becomes meaningless, because
the Einstein field equation is based on torsionless Riemannian geometry. Most
of the obsolete textbooks of the twentieth century do not even mention torsion,
and if they do it is regarded as a removable nuisance. These textbooks are
based on the arbitrary and unprovable assertion that torsion does not exist
because the Christoffel connection is by definition symmetric in its lower two
indices.

This meaningless dogma is based on an astonishing inflexibility of thought.
A casual glance at the mathematics of the connection shows that it is in general
asymmetric in its lower two indices. It consists of a symmetric part and an
antisymmetric part. The latter defines the torsion tensor or its equivalent
in Cartan’s differential geometry, the torsion form, a vector valued two form
antisymmetric in its lower two indices. The torsion form is defined by one
of the Maurer Cartan structure equations, and the curvature form by the
other structure equation. The torsion form is the covariant derivative of the
tetrad, and the curvature form is the covariant derivative of the Cartan spin
connection. The torsion and curvature are related by the Cartan identity
[2]- [13], and by the Evans identity, inferred in the early UFT papers. The
Evans identity is the Cartan identity for Hodge duals. The Cartan and Evans
identities are the geometrical basis of the field equations of ECE. This is a
paradigm shift which led to the first successful unified theory of physics. It
has been described by Alwyn van der Merwe as the post Einsteinian paradigm
shift, and has made an enormous impact on physics, measured accurately by
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2.1. THE ECE 2 THEORY

the scientometrics of www.aias.us.

The second major paradigm shift occurred in UFT 313 onwards on www.
aias.us and www.upitec.org. It simplified the ECE equations and intro-
duced equations based both on torsion and curvature. The ECE2 field equa-
tions of electrodynamics look like the obsolete Maxwell Heaviside (MH) field
equations but are written in a mathematical space in which both torsion and
curvature are non zero. This is summarized in chapter one. The second
paradigm shift is called the ECE 2 theory, which has advantages of simplicity
and greater scope. The obsolete Einstein field equation is replaced by a set
of field equations in ECE 2 theory which look like the MH field equations of
electrodynamics, but which are written in a space with finite torsion and cur-
vature. The MH theory is written in the Minkowski spacetime, which has no
torsion and no curvature and which is therefore known as the mathematical
space of special relativity, which is Lorentz covariant but not generally covari-
ant. In the most recent advances of ECE 2, made in the latter half of 2016,
the equations of fluid dynamics have also been developed as field equations
which look like the MH equations, but which are again written in a space with
finite torsion and curvature. So a triple unification has been achieved; that
of gravitation, electrodynamics and fluid dynamics, allowing the possibility of
major advances.

The groundwork for the second paradigm shift was laid down in the classic
UFT 88, which has been read several tens of thousands of times since it was
inferred in 2007. It has been read in several hundred of the world’s best uni-
versities and is an accepted classic. The quality of universities can be ranked
by webometrics, Times, Shanghai and QS world rankings for example. The
readership of ECE and ECE 2 has always been in the world’s best universities,
often in the world’s top twenty. UFT 88 was the first attempt to incorporate
torsion into the second Bianchi identity, upon which the Einstein field equa-
tion is based directly. UFT 88 shows that the incorporation of torsion changes
the identity completely, so the Einstein field equation was discarded as being
incorrect and obsolete in 2007. The scientometrics of www.aias.us (its fil-
tered statistics section and UFT 307 for example), show that the Einstein field
equation has been discarded completely by a large percentage of the colleagues
internationally. This is in itself an important paradigm shift of the history of
science, because a major theory of physics has been discarded by means of the
knowledge revolution brought about by the world wide net. Knowledge is no
longer confined within Plato’s dogmatic cave, and once it is out in the open,
a freedom to think follows and the light of reason prevails.

In UFT99 it was shown that the well known commutator method of si-
multaneously generating the curvature and torsion tensors also proves that if
torsion vanishes, curvature vanishes. So the arbitrary removal of torsion by
the obsolete physics also removed curvature, leaving no geometry, reductio ad
absurdum, Any valid geometry must be developed in a space where torsion
and curvature are both identically non-zero. UFT 99 was supplemented by well
known definitive proofs, which simplified UFT 99 to its essence: the commuta-
tor is antisymmetric by definition. The indices of the commutator of covariant
derivative are the indices of torsion, so if torsion is forcibly removed by using
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CHAPTER 2. THE EFFECT OF TORSION ON GEOMETRY

equal indices, the commutator vanishes. In consequence the curvature also
vanishes. Removing torsion removes curvature. If curvature is removed the
entire Einsteinian theory collapses.

In UFT 109 a new identity of the torsion tensor was inferred and was named
the Evans torsion identity to distinguish it from the Evans identity of Hodge
duals that is a variation on the Cartan identity. These papers are essential
background reading for UFT 313, in which the Jacobi Cartan Evans (JCE)
identity is inferred. This is the final form of UFT 88, and fully incorporates
torsion into the second Bianchi identity using the methods used by Ricci and
Bianchi, but developing them for torsion.

Ricci and Bianchi were students and friends in the Scuola Normale Supe-
riore in Pisa. It is thought that Ricci was the first to infer the second Bianchi
identity, as a follow up to his inference of the Ricci identity. The latter must
be used to prove the second Bianchi identity. Ricci seems to have lost or
discarded his notes, so it was left to Bianchi to prove the identity in about
1902. The starting point of Bianchi’s proof was the Jacobi identity of covariant
derivatives, a very fundamental theorem which is also true in the presence of
torsion. In 1902 it was an identity of the then new group theory. It can be
written as:

([Dp, [Dy, D)) + [Dy, [Dp, Du]l + [Dy, [Dy, D)) VF := 0 (2.1)

where V* is a vector in any space of any dimension, and where D, denotes
the covariant derivative. Consider the first term and use the Leibnitz theorem
to find that:

[D,,[D,,D,))V* = D, ([D,,D,]V*) — [D,, D,|D,V*. (2.2)
From UFT 99:
[Dy, D)V" = R*,,, V=T, D\V*" (2.3)

where R") , is the curvature tensor and T /\;w the torsion tensor, defined as:

A _ A A
7, =, T (2.4)

v
The torsion tensor has the same indices as the commutator so if the torsion
vanishes, the commutator vanishes and in consequence the curvature vanishes,
reduction ad absurdum. The commutator is antisymmetric in its indices by
definition, and it follows that the connection is antisymmetric:

i, =-r . (2.5)

% Vi
The Ricci identity must also be corrected for torsion, and becomes:

[Dy, D,]D,V" =Ry, D,V* = R, D\V* =T, D\D,V" (2.6)

Apv %

in which the commutator acts on a rank two tensor D,V *. Therefore as shown
in UFT 313 the first term of the Jacobi identity is:

[D,, Dy, DJJV" :DpR”/\WV’\ - DpT’\W Dy\V"

(2.7)
+ R, D\V* =T, D, D\]V".
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Adding the other two terms of the Jacobi identity and using the Cartan iden-
tity:

D, 1, +D, T, +D,T°, =R, +R

A
p” + R, (2.8)

puv vpp

gives the Jacobi Cartan Evans (JCE) identity, an exact identity in any math-
ematical space of any dimension:

([Dpv[D/MDV” + [DV7 [Dpv DH” + [Dua [D,/, Dp]])vn
= (D,R",,, + D,R",, + D,R"),,) V* (2.9)
— (T, [Dp, DA} + T2, [Dy, DAl + T, [Dy, DA]) V.

Apv

In this identity:
(TA;LV [DP? D)\} + T/\p,u, [DV7 D)\] + TAVp [‘Dl“ DA])VK
= (T3, RCppr + T2, R r + T, , RE,0) VO (2.10)
A « A « A « K
— (T TN 17, T\ +T7,,T W)DaV )
Now use the Evans torsion identity of UFT 109:
T, T\ + T2, T%\ +T%,,T%, =0 (2.11)

to reduce the JCE identity to:

DPRK)\[LV + DVRN)\p,u + D#Rﬁ)\up = Tap,v RK}\pa +Tapp, RN)\Va +Taup RHA,U,O('
(2.12)
This equation means that:
DPR“AW + DUR"M# + D#R“/\Vp #0. (2.13)
Q. E. D.
The original 1902 second Bianchi identity is
D,,R"AW + DVR”)\W + DMR”)\VP =70 (2.14)

and was apparently first inferred by Ricci in 1880. Eq. (2.14) is completely
incorrect because it relies on zero torsion, which means zero curvature, reductio
ad absurdum.

Unfortunately Eq. (2.14) was used uncritically by Einstein and all his
contemporaries, because torsion was unknown until Cartan and his co workers
inferred it in the early twenties.

In UFT 313 the Bianchi Cartan Evans (BCE) identity was also proven:

D.DyT*,, +D,Dy\T",, +D,D\T*,, := D,R",,,+D,R",,,+D,R",,.
(2.15)

This was first inferred in UFT 255. It is a development of the Cartan identity,
Eq. (2.8). If torsion is neglected the BCE identity becomes the original second
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CHAPTER 2. THE EFFECT OF TORSION ON GEOMETRY

Bianchi identity of 1902, and the Cartan identity becomes the first Bianchi
identity:
R ., +R  +R

puv vpp

70 (2.16)

7

Torsion was inferred in the early twenties by Cartan, who communicated his
discovery to Einstein. There ensued the well known Einstein Cartan corre-
spondence, but Einstein made no attempt to incorporate torsion into his field
equation. The first attempt to do so was made in the classic UFT 88, culminat-
ing in UFT 313 summarized in this chapter. The Einstein field equation, being
geometrically incorrect, cannot have inferred any correct physics. It has been
replaced by ECE, and by ECE 2 using the second paradigm shift described in
this book.

These are described as the post Einsteinian paradigm shifts by van der
Merwe. They change the entire face of physics, so the latter is currently split
into two schools of thought, the ECE 2 theory and the dogmatic and obsolete
standard model.

It is useful to develop these new tensor identities into vector identities,
because this leads to the ECE 2 field equations. Consider firstly the Evans
torsion identity of UFT 109 in Riemannian format:

A % A « A 7 —
THVTM —|—TpHTV>\ "’Typr)\ = 0. (2.17)

Replace the A indices by a indices of Cartan geometry:

Talw Tapa + Tap# T, + Ta,,p Ta#a =0 (2.18)
and use:
T\ =T°x4% (2.19)

where g%, is the inverse tetrad. It follows that:
a b a b a b o
(r,, 10, +1%,1%, +T%,1°,,)4% =0 (2.20)
a possible solution of which is:
a b a b a b _
7,1, +1%,1T,, +1T°,1°,, =0. (2.21)
In the notation of differential geometry Eq. (2.21) is a wedge product
b a _
Tpa AT 2 0 (222)

between a tensor valued one form pra and a vector valued two form 7, .
In order to transform this geometry to electrodynamics the original ECE
hypotheses are used:

b )b . a _ 0)a
F, =A0T" P =A0T (2.23)
in order to obtain a new identity of electrodynamics:
b _
F ANFY,, =0. (2.24)
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Similar equations can be obtained for gravitation and mixed gravitation and
electrodynamics. Now express Eq. (2.24) as:

Fb F = 0. (2.25)

where the tilde denotes Hodge dual. The free space field tensors are defined
as:

[0 —c¢BY —cBY —cB%
Fo _ [¢B% 0 EY  —E% |
~ |eBE  —FE% 0 EY |7

¢BY FE&  —FE% 0

=7 X \ (2.26)

0 EY  Eb EY

o _ —El)’( 0 —CB% cBg’/
T |-EBY B 0 —cBY

Y A X

B, —cBY By 0

where E is the electric field strength in volts per metre and where B is the
magnetic flux density in tesla. Here c is the universal constant known as the
vacuum speed of light.

The tensor F' bua is a tensor valued one form:

Fb;uz = (FbOa ’ _Fba) (227)

and the tensor equation (2.25) splits into two vector equations of electrody-
namics:

F°, -B® =0, (2.28)

cFt, B =F° x Eb. (2.29)

There are also equivalent equations of gravitation. Now use:
b _ b v
Fl.=F,d, (2.30)
in Eq. (2.25) to obtain:
¢’ F*t,, F =0 (2.31)
a possible solution of which is:
b mapy
F,, P =0. (2.32)

This is the second format of the Evans torsion identity. Using the field tensors
(2.26) gives the result:

E’-B®+ B’ - E® =0, (2.33)

which is a new fundamental equation of electrodynamics. Using the equation:
b b

P, =4 F,, (2.34)
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it follows that:

R, =A"T, (2.35)
and this is a new relation between field and potential in electrodynamics.

It also follows that the Evans torsion identity gives a new structure equation
of differential geometry:

b _a b
7, =41, (2.36)

Note 314(3) systematically develops the properties of the field tensor F “b
and shows that one possible solution is:

Fba X Ea — 0 (237)

The Evans torsion identity applied to Hodge duals gives the second Evans
torsion identity:

TA o TN o TN o L
17, T\ +17,, T\ +17,,T°%,\ = (2.38)
which is valid only in four dimensions because of the way in which its Hodge

duals are defined. The Evans torsion identity itself is valid in any space of any
dimension. Eq. (2.38) may be written as:

T, T =0 (2.39)

and using the field tensors:

[0 -FE% -E% —E%
pava _ E% 0 —cB;, By |
E: ¢BY 0  —cBY|’
E} —cBY cBS% 0
-7 Y x (2.40)
0 cBY% c¢B) cBY
0 _|-eBx 0 Ey —E}
mw = |_¢BlL —EY 0 E%
—cBY EY —EY 0
two equations of electrodynamics are obtained:
F% -E'=0 (2.41)
and
F? x B + F4, E’ = 0. (2.42)
Eq. (2.39) also gives:
E’-B*+BY. E* =0. (2.43)
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Therefore the complete set of equations is

F’, -B%=0 (2.44)
cFt, B =F’ x E® (2.45)
F E®=0 (2.46)
Fo,E" + cF% x B* =0 (2.47)
and from both identities:
E’-B*+ B’ . E® =0. (2.48)

Egs. (2.44) to (2.47) are identical in structure to the ECE free space
equations given in the Engineering Model (UFT 303):

w?, B = (2.49)
cw®y,B? = w?, x B (2.50)
w% E'=0 (2.51)
cw® x B 4w, EP =0 (2.52)

where the spin connection is defined as:

waub = (wa()b, —wab) (2.53)

2.2 Totally Antisymmetric Torsion Tensor

Let us consider, as discussed in UFT 354, the case where the torsion tensor is
totally antisymmetric, as would be expected for an isotropic spacetime:

Tuvp = =Toups Tyvp = —Tovps Tywp = —Tppu- (2.54)

Any two of the above anti-symmetries imply the third so that there is equality
of the torsion tensor elements under counterclockwise cyclic permutation of
the indices, and the negative equality under a clockwise cyclic permutation.

There is a well known relation between the symmetric Christoffel symbols
and the metric [25]:

1 99vp . O9pu _ Ouv
e =—g” £ - 2.
=99 <8x” * Oxv  OxP (2.55)

This however, is not valid for a generally asymmetric or antisymmetric con-
nection, generally being restricted to the case of zero torsion. When this is
not true, a more general approach is required.

We can derive an equation similar to equation (2.55) for a connection of
arbitrary symmetry if we start with the equations of metric compatibility as
given for example in [14]:

99,
OxP

- ]'—V\plu,gAl/ - F)\pug#)\ = 07 (256)
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g, A A

a:t: - F ;u/g>\p - F upgl/k = 07 (257)
0

agxpﬁ - P/\Vpg)\l‘ - F)\wtgP)\ =0. (2.58)

Straightforward manipulation of these three equations, as shown in UFT 354,
gives equation (2.55) corrected for the presence of torsion:

F"W:% po <3gyp 4 Yoy _ 99, _T

o — 1,
Oxt  Oxv OxP e

uvp + Tauu) . (259)

This has been reported elsewhere [25].
Using equations (2.55) through (2.59) we can write:

Ppw + Fpl/u
:lgpa 0 (gvo + 9ov) + 0 (gou + g;w) _ 0 (g;w + guu)
oxt OxV 0z° (2.60)
_QTV;,LO' - 2T/,LVO’ + To’;u/ + TO’I/},L)
and:
Fp;w o F”W

:1 po 0 (9vo — Gou) + 0 (gau + g;w) _ 0 (g;w - gu#)
g Ozt oxv ox° (2.61)

+Talw - To’uu)

With total antisymmetry of the torsion tensor equation (2.61) simplifies to:

1 o 8 (gllo' - goz/) a (gou - guo) 8 (gm/ - guu)
I, — Fﬂwz§gp ( pow + 57 - pp + 2T

(2.62)

which reduces to the standard definition of torsion equation (2.4) for a sym-
metric metric. Note that:

Tywo = (F/\ua - F/\au) I = Lpwo = Lpow- (2.63)

For antisymmetry of the torsion tensor in the p, v indices, equation (2.60)
simplifies to:

S =T + T,

_lgpo (a(gua + 9ov) + 9 (gau + g;w) _ 8(guu + gw)

T2 Oxh oxv ox°

2T, — 2Tm>
(2.64)

where we introduce a tensor 5%, which we will call the shear of the spacetime.
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It it straightforward, albeit a bit tedious to show equality of the the shear
elements under clockwise and counterclockwise cyclic permutation of the in-
dices. Noting that we can write:

Spve = (Mo +T%,) 9an = Tjvo + Dyow (2.65)
which allows us to write:

Svop =Tvop +Topuo (2.66)
so that:

Svan = Suvo = (Cvop = Luow) + (Cone = Twe) = Toop + Tope (2.67)
which from (2.54) becomes:

Svou — Suve = 0. (2.68)

This can be repeated for all of the cyclic permutations for the shear as
asserted above to give:

Sup,a = S;U/o = Sua,u, = Sp.au = Saup, = S(Tp,l/- (269)

Q.E.D.

In a similar manner, the symmetry of the shear and the antisymmetry
of the torsion demonstrate antisymmetry in the connection. Compare, for
example, from equation (2.69):

SO‘/LU_ S;wa =0 (270)
with, from equation (2.54), using two cyclic permutations:
Topv— Thve = 0. (2.71)

Expanding these equations with their definitions in terms of the connection
gives:

( FO’/,LV + FO’V},L )7( Fp,ya + Fuo’u ):0 (272)

(Toww = Toup ) = (Tpwo — Tuow )=0. (2.73)
Adding these gives:

Popr = Lo - (2.74)
Subtracting gives:

Fauu = Fuay . (275)
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Notice that this equation requires two permutations of indices, implying that
three solutions exist:

Topr + Loy =0 (2.76)
or:

Topr — Toup =0. (2.77)
or:

Lopy = Loy =0. (2.78)

Thus the connection is either fully symmetric, or anti-symmetric, or zero not
considering the diagonals. If we allow for a non-zero torsion, then the shear
must be zero, and the connection antisymmetric.

Q.E.D.

Total antisymmetry of a non-zero torsion, therefore antisymmetry of the
connection, implies total antisymmetry of the connection as can be seen from
the following arguments.

Equations (2.70) and (2.71) are parts of the larger symmetry equations
given by (2.54) and (2.69). Equation (2.54) can be rewritten as

Tcr,uu = TUU;L = T,uug . (279)

Substituting the connections into this equation and the corresponding parts
of (2.69) results in two equations;

Fauu - Fauy = F;Luaf Fuo—y: FVU/L - FV/MT- (280>

Applying the same procedure to equation (2.70) and applying antisymmetry
to:

Fo’uu + Fauy = Fuua"’ F;uﬂ/: Fuau + Fu;uf =0. (281)

Adding and subtracting these equations gives:

a = FO’/,LV = F;u/o' = Fl/ap, (282)

b= Fo’uu = Fuau = Fup,a (283)
with :

atb=0 . (2.84)

This represents a totally antisymmetric connection, non considering the diag-
onal elements.
Q.E.D.
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2.3 Diagonal Metric

In this section, we restrict ourselves to the case where the metric has only
diagonal elements, the most common form of metric. The diagonal elements
of the connection are shown to be directly calculable from the diagonal metric
elements.

For a totally antisymmetric torsion as defined by equation (2.54), equation
(2.64) becomes:

1 9(gvo +gov) | 0(gou + gGuo)  0(guv + guu)
SP  —T° [P ——gr° vo ov op uo) nv i
my T 2 < OxH + ox? 0x°
(2.85)
which for a symmetric metric is:
dg dg dg

P TP TP —=gf° ov Ho N 9

S w T =g <8m“ + oxV ox° (2.86)

If we restrict ourselves to the case where the metric is diagonal, then equation
(2.78) reduces to:

8gp | O 8g. .
pooare — g 90 (G R - Be) i =vorp =g or =y
pv v

0 otherwise.

(2.87)

(Note that in the preceding and remaining equations of this section, no summa-
tion is implied over repeated indices.) That is, on the basis of the compatibility
of the metric alone, for a metric that is diagonal and torsion that is totally
antisymmetric, I'” ,, is either “antisymmetric” in the lower two indices or zero,
with the exception of the diagonals. The diagonal elements of I, are given
by:

1 0Og
p—_ = pplInp _
.= 2g Dr ifptv,ptup=v (2.88)
v v = vw OGuv if p= 2.89
,U,V+ V},L_g 5351‘ 1 p—l/,p#,u,ﬂ#l/ ( )
1 dg
B gp IR — — —
F”“72 D if p=v, p=pu,pu=r. (2.90)

Given the above, symmetry of the connection is impossible unless it is iden-
tically zero. Earlier arguments have shown, using that antisymmetry of the
commutator, that antisymmetry of I'” ,, given by equation (2.5) is valid for the
non-diagonal terms of any connection, requiring that the Christoffel connec-
tion be written as the sum of a diagonal tensor plus an antisymmetric tensor
in the lower two indices.
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Chapter 3

The Field Equations of
ECE 2

3.1 General Theory

The field equations of ECE 2 unify gravitation, electromagnetism and fluid
dynamics based on the Jacobi Cartan Evans (JCE) identity of UFT 313 on
www.aias.us and www.upitec.org. They have the same basic mathematical
structure as the obsolete Maxwell Heaviside (MH) field equations of nineteenth
century electrodynamics, but are written in a mathematical space in which cur-
vature and torsion are identically non-zero. They are equations of a generally
covariant unified field theory. The MH equations are Lorentz covariant and
are not equations of a unified field theory, being equations of Minkowski or flat
spacetime in which both torsion and curvature vanish identically. The JCE
identity of geometry is transformed into field equations using a new hypothe-
sis which distinguishes ECE 2 theory from the earlier ECE theory. This is the
second post Einsteinian paradigm shift developed in this book.

The JCE identity corrects the original 1902 identity of Bianchi, probably
first derived by Ricci, for torsion. The development of UFT 313 started with
the classic UFT 88, published in 2007, which has been read in several hundred
of the world’s best universities, institutes and similar and which has been
accepted as refuting Einsteinian relativity. The new hypothesis is based on
curvature, and exists in addition to the original ECE hypothesis based on
torsion. The JCE identity gives unified field equations for what are thought to
be the fundamental force fields: gravitation, electromagnetism and the weak
and strong nuclear fields. The field equations of fluid dynamics can be unified
with those of gravitation and electrodynamics using the geometrical structure
of the JCE identity, This process eventually leads to the unification of classical
dynamics and fluid dynamics.

In ECE 2 theory the original ECE equations are simplified by a well defined
and rigorous removal of the internal Cartan indices. This can be achieved
without loss of generality, and when more detail is required (such as in the
process that leads to the B(3) field), the indices can be reinstated. The removal
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of indices results in field equations of electrodynamics for example which are
Lorentz covariant in a space with finite torsion and curvature. This is given
the appellation “ECE 2 covariance”. One of the major advantages of ECE 2
over MH is that in the former theory the magnetic and electric charge current
densities are defined geometrically. In ECE 2, the field equations of gravitation,
fluid dynamics and the weak and strong nuclear forces have the same format
precisely as the field equations of electrodynamics, so it is clear that unification
of the four fundamental fields, and also of fluid dynamics, has been achieved
for the first time in the history of physics.

Attempts at unification using the standard model are well known to be
riddled with unknowns and unobservables, a theory that Pauli would have de-
scribed as “not even wrong”, meaning that it cannot be tested experimentally
and is non Baconian.

Consider the JCE identity in a space of any dimensionality and identically
non-zero torsion and curvature:

DPRa)\/_w—i_DVRa +D#Ra)\l/p = Ra)\paTap,V +Ra)\l/ozTapp, +Rak,u,ozTaup (31)

App
in the notation of chapter two the identity is a cyclic sum of covariant deriva-
tives of curvature tensors. In Eq. (3.1) the index a of the Cartan space [2]- [13]
has been used. In the famous 1902 second Bianchi identity, on which the Ein-
stein field equation is based directly, this cyclic sum is incorrectly zero. So the
JCE identity, part of the second post Einsteinian paradigm shift thus named
by Alwyn van der Merwe, immediately signals the fact that the Einstein field
equation is incorrect and should be discarded as obsolete. The www.aias.us
scientometrics show clearly that this is a mainstream point of view. So there
are two main schools of thought, ECE and ECE 2, and the obsolete standard
model.

Clearly, the rigorously correct JCE identity contains torsion tensors. In a
four dimensional space, the Hodge dual of an antisymmetric tensor or tensor
valued two form of differential geometry is another antisymmetric tensor or
vector valued two form. The Hodge dual is denoted by a tilde. So in four
dimensions the second JCE identity is:

DPR(L)\;J,V +DVRa)\pu +DNRaAup = Ra)\paTap,l/ +Ra)\1/aTapu +Ra)\uaTan .
(3.2)
Egs. (3.1) and (3.2) can be rewritten as:
Dy R = Ry, T (3.3)
and
Dy R o= Ry, T (3.4)
respectively.
Now define a new curvature tensor as follows:
RM = ¢, R*\M". (3.5)
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Its Hodge dual is:
R .= q)‘aéa/\’w. (3.6)

The new curvature R*” and its Hodge dual lead to the new field equations of
ECE 2 theory, and are part of the second paradigm shift. They lead to vector
field equations which have the same fundamental structure as the MH equa-
tions but which contain much more information. Using the tetard postulate
as describe in Note 315(7) on www.aias.us leads to

D,R"™ = R, T*"; D,R" = R, T*" (3.7)

Now use the Ricci identity, which is the same thing as the covariant derivative
of a rank two tensor:

DyTHH2 = § THik2 F“lg)\T)““ + FMzJ)\Tm,\ (3.8)
to find that:

DuRM" = 0,R™ +T" \R™ + 17\ R" (3.9)
and

DyR* = 0,R* +T" \RM +T" \R*\. (3.10)

It follows that:

O R = j¥ (3.11)
and

O R = J¥ (3.12)
where:

¥ = Ry Tom — FHHAEN/ _ FVME,M (3.13)
and

JY = Rua T —T" RN —T% \R*\. (3.14)

This geometry is transformed into electrodynamics using the ECE 2 hy-
pothesis:

Frv — O g (3.15)

where W (9 is a scalar with the units of magnetic flux (weber or tesla metres
squared). It follows that the tensorial equations of electrodynamics in ECE 2
theory are:

O = WO v = v (3.16)
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and
O Fr =wO v = gy (3.17)

where j¥, and J% are magnetic and electric charge / current densities. To
translate the tensor field equations into vector field equations define:

0 —Ex/C —Ey/C —Ez/c

Ex/c 0 _BZ By

[ —

FHv Evie By 0 By (3.18)
_Ez/c 7By BX 0

and

[0 —Bx —By —By

e BX 0 Ez/c —Ey/c

2 —

F o= | B2 “Ege 0 Exje (3.19)
_BZ Ey/c —Ex/c O

In the notation of chapter two. It follows that the ECE 2 field equations of
electrodynamics are the following four equations

v-B=wj (3.20)
V x E + %—]j’ = w0 (3.21)
V- E=cwj (3.22)
V xB - 6%88—? =wOJ. (3.23)

In these equations:
J=7'i+7%+ 7k =jxi+jyvi+jzk (3.24)

and

J =T+ 2+ Pk = Jxi+ Jyj+ Jzk (3.25)

In Egs. (3.20) to (3.25) the internal indices are implied (UFT 315 on www.
aias.us). As described in this chapter, they can be removed without loss of
generality.
Egs. (3.20) to (3.23) have the same overall structure as the MH equations
but contain much more information. This book begins their development.
The ECE?2 field equations (3.20) to (3.23) allow for the existence of the
magnetic charge, or magnetic monopole:

o = w0 0 (3.26)
where
3O = Ry —T" RN —T°, R, (3.27)
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The magnetic current density is:

jar = cWw0j (3.28)
where
jl/ = R/Lafa'uy - F#M)\é)\y — FV’U‘AEIJ)\ (329)

for the three indices

v=1,2,3. (3.30)
The electric charge density is defined by:

Jo = cw© 0 (3.31)
where

J* = Ruo T —T" R —T° R (3.32)
and the electric current density is:

Jp=wOJ (3.33)
where

J=J+J%+ J’k. (3.34)
For the three indices:

v=12,3 (3.35)
then:

JH = Ruo T —T" RN —TV R (3.36)

Egs. (3.20) to (3.23) are the curvature based Gauss, Faraday, Coulomb and
Ampere Maxwell laws.

In the second ECE2 hypothesis introduced in UFT 315, the electromag-
netic field is defined as:

F,, =WOR (3.37)

a)\},bl/
which compares with the original ECE hypothesis of 2003:

re,, =A0T (3.38)

Using the Cartan identity:

p,r°,, +D,T%, +D,T%, :=R",,  +R", +R,, (3.39)
it follows that:
a a a A(O) a a a
Dy, + DpFy + Do F,, = oy (F,,, +F%,., +F°,, ). (3.40)
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The Cartan tangent indices can be removed without loss of generality as
described in UFT 316. In the vector notation introduced in UFT 254 and
UFT 255, the Cartan identity splits into two vector equations, the first of
which is:

V - T%(spin) + w®, - T?(spin) = q” - R%,(spin) (3.41)

where T*(spin) is the spin torsion vector, w?, is the spin connection vector,
q® the tetrad vector and R% (spin) the spin curvature vector. In the original
ECE theory the magnetic flux density is defined as:

B® = AT (spin) (3.42)

where the scalar A(®) has the units of flux density (tesla or weber per square
metre). This definition is used also in ECE 2 and is supplemented by the new
hypothesis:

B?, = W(OR?, (spin) (3.43)

where W () has the units of weber and where the units of spin curvature are
inverse square metres.
Therefore Eq. (3.41) of geometry becomes:

A0
W (0)

1
V.Ba+wab.Bb:< )Ab~B“b:T(0)qb~B“b (3.44)

of electrodynamics, where the characteristic length 7(9) has the units of metres.
The electromagnetic potential A is defined in the original ECE theory:
Ab = AOgP (3.45)
so Eq. (3.44) becomes the Gauss law of magnetism, Q. E.D.:
1

VB = A’ -BY —w? B’ (3.46)
The magnetic charge or monopole is defined by:
1 a a
JO = ) A . BY —w? B (3.47)

The tangent indices can be removed without loss of generality using a
procedure introduced in UFT 316:

B := —¢,B“ (3.48)
where e, is the unit vector in the tangent space. In the Cartesian basis:
e = (1,—-1,-1,-1) (3.49)

and in the complex circular basis:

1 , 1 ,
€a = (1,—\5 (1—4—1),—\@(1—1),—1). (3.50)
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So in the complex circular basis:

B =¢)B — ¢1)BY — ¢ B® —¢(3B®). (3.51)
By definition:

B? =0 (3.52)

because the spacelike vector B has no timelike component. In general:

1 P,
BW = 7 (Bxi — iByj) (3.53)
and:
1
B® = 7 (Bxi+ iByj). (3.54)

So in Eq. (3.51):

B= % (1+1) \% (Bxi—iByj) + % (1—1) % (Bxi+iByj)+ Bzk
= Bxi+ Byj+ Bzk
(3.55)

where we have used:

B® = Bk. (3.56)

Now multiply both sides of Eq. (3.46) by —e, to obtain:

V-B= W1<0) A’ B, —w,-B? (3.57)
in which:

A’ . B, =cbe,A - B (3.58)

wy - BY = ¢ye’w - B. (3.59)
In the Cartesian basis:

epe’ = eley, = —2 (3.60)
and

epel™ = ebeyt = —2 (3.61)
where * denotes complex conjugate. So:

V-B=2B- <w - 1A) (3.62)

W (0)
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and the magnetic monopole can be defined as:

J) =2B- (w - Wl(o)A> (3.63)
and vanishes if and only if:

A=Wy, (3.64)

The spin torsion and spin curvature are defined in vector notation as:

TP(spin) = V x ¢° — w®, x ¢° (3.65)
and

R% (spin) = V x w% — w?, X w (3.66)
from which it follows after some algebra that:

V-’ xw =0. (3.67)

This is the most succinct format of the vector equation (3.41).
In ECE 2, the magnetic flux potential is defined by:

we, = W0y, (3.68)

in units of tesla metres. The ECE 2 hypothesis (3.68) augments the original
ECE hypothesis:

A = AOge. (3.69)
It follows from the geometrical equation (3.67) that:

V-APx W% =0 (3.70)
and after removal of indices:

V- AxW=0 (3.71)

giving a fundamental relation between A and W.
The Faraday law of induction is derived from the second vector format of
the Cartan identity:

1 0T (spi
19T (spin) + V x T%orb) = ¢°,R%(spin) + q” x R%,(orb)

c Ot (3.72)
- (w“ObTb(spin) +w? % Tb(orb))
in which:
a a 1 aqa a a
T(orb) = =Vq*, — o Y wd” +qow’, (3.73)
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is the orbital torsion and

a a 1 0w*
R b(OI"b) =-—-Vw b — E ot b

— woew + wiopw (3.74)

is the orbital curvature. Notes 316(6) and 316(7) on www.aias.us translate
these into equations of electromagnetism using:
B® = AOT%(spin); B?, = WOR?,(spin);

3.75
E® = cA9Torb); B = cW R, (orb). (3.75)

After some vector algebra written out in full in Note 316(7), the Faraday law
of induction is deduced:

%—?—i—VxE:Jm (3.76)

where the magnetic current density is:

) 1

This is zero if and only if

00 = r@wp (3.78)
and

q=r0. (3.79)

The complete set of ECE 2 field and potential equations can also be derived
from the Cartan and Cartan Evans identities with two fundamental hypothe-
ses. The tangent indices can be removed and the equations of electrodynamics
derived exactly, together with the conservation laws. The ECE2 field poten-
tial relations are derived from the Maurer Cartan structure equations. The
resulting field equations as derived in UFT 317 are as follows:

V.-B=k-B (3.80)
V.-E=k-E (3.81)
B
%—I—VXE:—(K()CB—FKZXE) (3.82)
1 0E Ko
B- -2 Mg B .
V x 20 - + K X (3.83)
where:
q0
Ko = 2 (770) - wg) (3.84)
1
K=2 <r0q — w) (3.85)
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and where the tetrad four vector is:

4u = (90, —q) - (3.86)
The spin connection four vector is:

wy = (wo, —w). (3.87)

Here k is the wave vector of spacetime, and ckg has the units of frequency.
The tetrad and spin connection are incorporated into the wave four vector of
spacetime itself:

& = (K, k), (3.88)

ky = (Ko, —K) . (3.89)

In the absence of a magnetic charge / current density:

V.B=0 (3.90)
0B
E+—= 91
V x +8t 0 (3.91)
V. E=x-E=2 (3.92)
€0
1 OE

This is precisely the structure of MH theory but written in a space in which
both curvature and torsion are identically non-zero. In the absence of a mag-
netic charge current density

Ko = 2 (% - wo) =0 (3.94)
and

Blk; E| k. (3.95)
It follows that:

ELB, (3.96)

a result that is self consistently derivable from the JCE identity of UFT 313
in UFT 314 ff. and summarized in this chapter.
The electric charge density is:

p=¢cok-E (3.97)

and the electric current density is:

1
J=—kxB (3.98)
Ho
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where
1
€O = g (399)

The electric charge current density is therefore:

1 /1

JH = (cp,T) = — (K)-E7K,XB> (3.100)
Mo \ C

in the absence of a magnetic monopole. The conservation of charge current

density is a fundamental law of physics which is given immediately by ECE 2
as follows. From Eq. (3.93)

1 OE 10 Jdp
J=V. B--V . —=——=5—(V-E)=—puo— 101

HoV - J=V-VxB-5GV- 5 =—ag (VB =my (10
using Eq. (3.91). Therefore:

9p

- J = .102

o +V 0 (3.102)
i.e.

ouJ" =0. (3.103)
This means that:

Q(R-E)+62V~(I€XB)=O (3.104)

ot

in the absence of magnetic charge / current density. Therefore if E and B are
known, k can be found from Eq. (3.104). The free space equations are defined
by Eq. (3.94) together with

q=r" (3.105)

and so in free space:

V-B=0 (3.106)
V-E=0 (3.107)
0B
E — 1
V xE+ ot 0 (3.108)
1 OE
B- —-—-—— = 1
V x 2 ot (3.109)

So classical electrodynamics can be inferred from the Cartan and Evans iden-
tities together with the hypotheses (3.75).

ECE 2 gives all the information in ECE in a much simpler format that is
easily used by scientists and engineers.

The key difference between ECE 2 and MH is that in MH:

AF = (¢,cA); B=V x A (3.110)
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and in ECE 2:
B=VxA+2wxA

where the spin connection four vector is defined by:
wy = (wo, —w).

Similarly, in MH:

0A
E=-— - —
Ve ot
and in ECE 2:
0A

E:—V¢—§+2(cwoA—¢w).

(3.111)

(3.112)

(3.113)

(3.114)

The existence of the spin connection was proven recently in UFT 311, a paper
in which precise agreement was reached with experimental data by use of the
spin connection. So ECE2 is based firmly on experimental data and is a

Baconian theory.

In ECE2 there are new relations between the fields and spin connections
based on the vector formats of the second Maurer Cartan structure equations:

R (spin) = V X w% — w’, X w

and:
1 0w
Rab(orb) = wa‘lOb — EWZ) — waocwcb + WCObwac.

Tangent indices are removed using:

R(spin) = ee,R%, (spin)

and:
R(orb) = e’e,R% (orb).
Therefore:
R(spin) =V x w — w, x w’ =V xw
and:
R(orb) = —Vwy — %%: — woew® + ww. = —Vwg — %%—j

The geometry is converted into electrodynamics using:
B = WO R(spin)

E = cW©R(orb)
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and:

WwH = wOym (3.123)
and the new potential four vector:

WH = (¢, cW) (3.124)

which has the same units as A*. Here W) has the units of magnetic flux
(weber). Therefore:

B=VxW (3.125)
and:
oW oW
where:
Dw = cWy. (3.127)

The overall result is:

B=VxW=VxA+2wxA (3.128)
and
E=-V¢, — %—\lv =-V¢— 68—? + 2 (cwpA — ¢pw) . (3.129)

The ECE 2 gravitational field equations are derived from the same geometry
as the electrodynamical field equations. One of the major discoveries of this
method is that the gravitational field can vanish under well defined conditions,
and can become positive, so an object of mass m can be repelled by an object
of mass M. The antisymmetry laws of ECE 2 are derived in the following
development and are used to derive the Newtonian equivalence principle from
geometry. The theory of spin connection resonance can be developed to result
in zero gravitation. The Aharonov Bohm effects of vacuum ECE 2 theory are
analyzed.

The gravitational field equations of ECE2 are as follows (UFT 317 and
accompanying notes):

V-g=k-g=47Gpn (3.130)
oN 47 G
VXg‘FE:—(Cﬁoﬂ-’-K/Xg):%JQ (3131)
ArG

V~Q:K’,-Q=7T7pg (3.132)

19g ko 4G

Q- -8 _ Q="7 1

V x 20 cg+n>< =2 Jm (3.133)

Here g is the gravitational field, G is Newton’s constant, p,, is the mass
density, J,, is the current of mass density, € is the gravitomagnetic field, pgq
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is the gravitomagnetic mass density, and Jg is the current of gravitomagnetic
mass density. In these equations, kg and k are defined in the same way as for
electrodynamics and the tetrad and spin connection vectors, being quantities
of geometry, are defined in the same way. The field potential relations are
derived in the same way as those of electrodynamics, from the Cartan and
Evans identities. They are:

g=-Vo - 88—? + 2 (cwoQ — dw) (3.134)
and
D=V xQ+2wxQ (3.135)

where the mass / current density four vector is:

T = (cpms Im) (3.136)

m

and where the gravitational vector four potential is:

Q" = (@,cQ). (3.137)

In electrodynamics it is always assumed that the magnetic charge / current
density is zero. The parallel assumption in gravitational theory leads to the
gravitational field equations:

V-Q=0 (3.138)
o2
2 _0 1
V xg+ 5 (3.139)
V.-g=k-g=41Gpn, (3.140)
1 0g 4G

whose overall structure is the same as the ECE 2 electrodynamical equations
and both sets of field equations are ECE 2 covariant. From Egs. (3.140) and
(3.141):

e 10 4G dpm
3, = —a (g = _2TEOPm 142
c? v c2 Ot (V-g) c2 ot (3 )
and it follows that:
Opm
. - .14
5TV dn =0 (3.143)
i.e.
ouJl =0 (3.144)

which is the ECE 2 equation of conservation of mass current density.
In Newtonian gravitation, it is known by experiment that:

MG
g =grer = _TTer (3145)
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to an excellent approximation, although the law (3.145) does not account
for precession of the perihelion and similar, and it does not account for the
Coriolis accelerations without the use of a rotating frame such as the plane
polar coordinates. It follows that:

dgr  2MG 1 . 2MG (1
TP R T TCTE R R

r2

Oy r3 r
and that:
2
S 3.147
=== (3.147)

This equation reduces ECE 2 gravitation to Newtonian gravitation, whose only
field equations are:

g=-Vo (3.148)
and
V -g=4nGpp, (3.149)

together with the Newtonian equivalence principle:

MG
F =mg = _mr2 e, (3.150)

In the Newtonian theory Eq. (3.150) is theoretically unproven but in ECE 2
gravitation it can be derived from geometry and asymmetry as follows.
Consider the ECE 2 generalizations of the Coulomb and Newton laws:

V-E=k-E=p./¢ (3.151)
and

V-g=k-g=41Gpn (3.152)
The electric field strength is defined by:

E=_Vo¢, — %—‘? + 2 (cwpA — pow) (3.153)

and the electromagnetic four potential is:
A* = (cpe,Je) (3.154)
The antisymmetry laws of ECE 2 [1]- [12] are therefore:
0A

—Voe + 2cwoA = ~ 5 20w (3.155)
and
-V, +2cpQ = —aa—? —20,,w. (3.156)
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In the absence of a vector potential A and vector gravitomagnetic potential

Q:
E=-V¢. =—-20¢w (3.157)
and
g=-Vo,, =-20,w. (3.158)
The Newtonian equivalence principle follows immediately from Eq. (3.158):
F=mg=-mV®=-2mdw (3.159)

where the scalar gravitational potential of Newtonian universal gravitation is:
d=—-——. (3.160)

So:

M 2mM
F=mg= —m—er = Gw. (3.161)
T T

It follows that the spin connection vector is:

1
~ e, 162
w= e (3.162)

Similarly in electrostatics:
F = ¢E = —eV¢e = —2moew (3.163)

where the scalar potential is:

€1
e = — . 3.164
¢ Ameqr ( )
So
F = cE e 2e1 (3.165)
= e = _797 = — .
4meqr? 4drreqr
and the spin connection vector is again:
! (3.166)
w=—e,. .
2r
In the absence of a vector potential:
E=-V¢. —2¢.w (3.167)
and:
_ Pe
V. -E=— (3.168)
€0
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or:

(V2 +K3) ¢ =~ (3.169)
0

where k2 is defined by:
ky =2V - w. (3.170)

Eq. (3.169) becomes an undamped Euler Bernoulli equation with the following
choice of electric charge density:

pe = —€gAcos(kZ) (3.171)
so the Euler Bernoulli equation is:

Poe

577 T k3¢e = Acos(kZ) (3.172)
whose solution is:

b = A(;%Sg“?. (3.173)

Similarly, in gravitational theory:

(V2 + k) @ = —47Gpp. (3.174)
This equation becomes an Euler Bernoulli equation if:

drGpy = —Acos(kZ) (3.175)
giving the solution:

b, = A(I;O%S(_kaQ). (3.176)
Eq. (3.174) reduces to the Poisson equation of Newtonian dynamics:

V2®,, = —47Gpn, (3.177)
when:

ki =2V -w=0. (3.178)

The acceleration due to gravity of the laboratory mass m in ECE 2 theory
is:

gm = -V, — 2wd,, (3.179)

and the gravitational force between a test mass m and a mass M such as that
of the earth is:

F = Mg,,. (3.180)
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In the Z axis:

cos(kzZ
b, — A kg(zk%)
and:
0P sin(kzZ
~V, =~ = Aky kg(—zk%)
S0
A .
9z = M (kzsin(kzZ) — 2wz cos(kzZ)) .

Under the condition:

tan(kz Z) = 9Y%
Kz

it follows that:
gz =20
and

F:MgZ:O.

Therefore in ECE 2 theory it is possible for gravitation to vanish.
The gravitational potential energy in joules of the mass m is:

Uy =md,,

and the electrostatic potential energy in joules of a charge e is:

U. = epe.
Therefore:
(V2 + k) Un = —47mGpnm,

and:
(V24 k2) U, = — L=
€0

All forms of energy are interconvertible so:

(V24 k) (Un +U.) = — <47rmGpm + efe> .
0

(3.181)

(3.182)

(3.183)

(3.184)

(3.185)

(3.186)

(3.187)

(3.188)

(3.189)

(3.190)

(3.191)

For a mass m of one kilogram and a charge e of one coulomb in a volume of

one cubic metre

epe
€0

> drmGpp,
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so to an excellent approximation:
(V2 + k?)) (m®,, +ege) = —;Pe- (3.193)
0

This equation shows that gravitation can be engineered by an on board
device that is designed to produce the driving force:

Acos(kzZ) = ff c (3.194)
0

giving the Euler Bernoulli equation:
(V? +k§) (m®,, + ede) = Acos (k- r) (3.195)

whose solution is:

Acos(kzZ)

m®,, + ep, = R—i2 (3.196)
In the 7 axis:
1 (Acos(kzZ)
Dy =—|——5-— .1
2= (T 2 o (3.197)
and so:
8¢’mz 1 AHZ Sin(kzZ) 6¢e
J— == - - - I — '1
0Z m ( ke — k2 “oz (3-198)

giving the acceleration due to gravity:

o i Akz Sil’l(kaZ)
ST A

9¢e
0z

m

— 2wy cos(k;ZZ)> te ( + 2wzq’)e>} . (3.199)

There is no gravitational force between m and M under the condition:

tan(kyZ) = 222 (3.200)
kz
and:
0.
o = ~2wzde. (3.201)

From Egs. (3.197) and (3.194) the gravitational potential is:

‘I)m - 3 (pe - ¢e> (3202)
60(

m \ el — 1)

and there is no gravitational force between m and M if ®,, is zero, so in this
case:

o Pe
P W R (3:20%
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and the electric field strength needed for the condition (3.203) is:
E=-V¢. —2¢.w. (3.204)

When the electric field strength of an on board device contained within a
vehicle of mass m is tuned to condition (3.203), the g forces between m and
M vanish. The vehicle is no longer attracted to the earth’s mass M.

The condition for counter gravitation (positive g) is a negative spin con-
nection so using:

g=-Vo, +20,w (3.205)
g becomes positive, or repulsive, when
2wPy > Vo, (3.206)

and a mass m is lifted off the ground, i.e. is repelled by the earth’s mass
M. This process can be amplified by spin connection resonance as described
already.

The ECE 2 vacuum is defined in several ways in this book. It is convenient
to begin the development of vacuum theory using the equations:

E=-V¢-— 88—? + 2 (cwpA — ¢pw) =0 (3.207)

and
B=VXA+2wxA=0 (3.208)

which show that ¢ and A can be non zero when E and B are zero. These are
the well known conditions for the Aharonov Bohm (AB) effects, potentials are
observed experimentally to exist in the absence of fields.

Under the AB condition, the ECE 2 potentials describe the electromagnetic
energy present in spacetime (or vacuum or aether).

By antisymmetry:

0A
—Voé+ 2cupA = T 20w (3.209)
and it follows that the vacuum potentials are defined by:

—Vo¢ + 2cwoA = 0, (3.210)

0A
=2 _9 211
L~ 20, (3211)
VXA+2wxA=0. (3.212)

If it is assumed for the sake of simplicity that:
wo =0 (3.213)
then there are three equations in three unknowns:

—V¢+2cwpA =0 (3.214)
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0A
These can be solved for ¢, A and w of the vacuum.
Using the minimal prescription the energy momentum contained in the

vacuum is:
EF = <E,p) =eAt =e¢ <¢,A> . (3.216)
c c

Therefore the ECE 2 vacuum is made up of photons with mass with energy
momentum:

BV = Al = bt = h (% n) (3.217)
obeying the vacuum Einstein/de Broglie equations:

E = e¢ = hw = ymc? (3.218)
and

p =eA = hk =ymv (3.219)

where m is the mass of the photon and where the Lorentz factor is

02 -1/2
v = (1 — 02> . (3.220)

In UFT 311 on www.aias.us and www.upitec.org, the circuit design needed to
take energy from the vacuum is described in all detail, and excellent agreement
is reported with the earlier ECE theory, developed into ECE 2 theory in this
book.

ECE 2 provides a new and simple explanation for light deflection due to
gravitation, and in so doing gives new estimates of photon mass using ECE 2
covariance. In ECE 2 the force due to gravity is

F=mg=-VU - %—It) —2Uw + 2cwop (3.221)

where the potential energy in joules is:

U =md. (3.222)
The spin connection four vector is:

wh = (wo, w) (3.223)
and from the minimal prescription the linear momentum p is:

p =mQ (3.224)

where the gravitational four potential is:
o
oF = <c’ Q> . (3.225)
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By antisymmetry:

—-VU - %—IZ = —2Uw + 2cwop (3.226)

so the gravitational force is:

F=mg=2 (—VU - 8;;) =4 (cwop — Uw). (3.227)

It is well known [2]- [13] that there are severe limitations to the Newtonian
theory, it does not give perihelion precession, and cannot explain light deflec-
tion due to gravity or the velocity curve of a whirlpool galaxy. It is also known
that the Einstein theory is riddled with errors and omissions, and cannot de-
scribe the velocity curve of a whirlpool galaxy [2]- [13]. It has already been
shown in this chapter how ECE 2 theory reduces to Newtonian theory, but the
former theory has several major advantages. For example it gives a reason
for gravitation, the latter is geometry with non zero torsion and curvature.
Newton did not give a reason for gravitation.

The ECE 2 theory can be reduced to its Newtonian limit by using:

Jop

VU = o

(3.228)

and
cwop = —Uw (3.229)

which are expressions of the equivalence principle as argued in UFT 319 and
its accompanying notes on www.aias.us. Using Egs. (3.228) and (3.229) in
Eq. (3.226):

MG
F=mg=-4VU = —8Uw = —mﬂ e (3.230)
s0:
mMG
=— 231
U . (3.231)
and it follows that the spin connection vector is:
w= 1 (3.232)
5© .
From Egs. (3.147) and (3.232):
1 2
Ry = WQT —Wr = _; (3233)
so the tetrad vector is:
3 r(0)
= Kr€p; =———=t,. 234
K = Kr€ q 55 © (3.234)
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Using:
mMG
woep = —Uw = Rl (3.235)
it follows that the momentum vector is:
"mMG
— e, = — dt 3.236
p=pre A= ( )

so the scalar part of the spin connection is defined in the Newtonian limit by:

-1
1 1

= -7 —dt . 3.237

= ([ 5) @2

The Newtonian potential ¢ and the ECE 2 potential ® are related by
¢ =49. (3.238)

The force is therefore defined in the Newtonian limit of ECE 2 as:

0
8—? = Scwop (3.239)

and in the absence of gravitomagnetic charge current density:

F=mg=-4VU = —8Uw = 4

g0 = rOwp. (3.240)
More generally the usual definition of force:
F =mg (3.241)

should be replaced by the gravitational Lorentz force, a concept that does not
exist in standard physics. Note 319(2) on www.aias.us shows that a possible
operator solution of the Newtonian limit of ECE theory is:

(wo, w) = % (12, —V> (3.242)

or
1
wh = 58“. (3.243)
Using the Schrodinger quantum condition:
p* = iho" = 2ihw" (3.244)
the Newtonian condition (3.228) becomes:

o 0
Vo 5 V=0 (3.245)

giving a new anticommutator equation of quantum gravity:

10
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Non Newtonian effects can be explained by deviations from the above set of
equations. For example in Note 319(3) it is shown that the condition for zero
gravity is:

1
wh =~ (3.247)

which is the opposite of Eq. (3.243). In Note 319(4) it is shown that ECE 2
gives a simple and original explanation for light deflection due to gravitation.

ECE2 covariance means that the infinitesimal line element of the theory
leads to:

Adr? = (¢ —v?) dt? (3.248)

where the orbital velocity in plane polar coordinates is:

dr\? o>
v2(d:) 42 <dt) . (3.249)

Here 7 is the proper time. For light deflection by the sun, the orbit to an
excellent approximation is the hyperbola:

(07

"= 1+ ecosf

(3.250)

with very large eccentricity €, so the orbit is almost a straight line and the
light from a star grazing the sun is only very slightly deflected. Here « is the
half right latitude. As shown in Note 319(4), the velocity from Eqgs. (3.249)
and (3.250) is

G
=" (146 (3.251)

Ry
where Ry is the distance of closest approach, equal to the half right latitude:
Ry = a. (3.252)

The angle of deflection is:

2 2MG
==~ 3.253
(=2=_r~ 33 (3.253)
to an excellent approximation. The experimentally observed result is:
AMG
=— 3.254
(= o (3.254)
so it follows that:
1
v? = §c2 (3.255)
which is equivalent to a Lorentz factor:
dt AN
=—=(1-—= = 0.707. 3.256
i dr ( 02> ( )
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Therefore ECE2 covariance gives a simple and straightforward explanation
of the experimental result (3.254). The result (3.255) is further interpreted in
UFT 324. It means that there is an upper bound to the non relativistic velocity
used in the Lorentz transform. The existence of this upper bound immediately
explains the observed deflection of light and electromagnetic radiation due to
gravitation in terms of ECE 2 covariance.

The photon mass can be calculated from

fiw = ymc? (3.257)

and is graphed in the subsequent section.

3.2 Numerical Analysis and Graphics

3.2.1 Plots of Photon Mass from ECE 2 Theory
The photon mass from the de Broglie-Einstein equation (3.257) is

hw

= 3.258
- (3.258)
where v was shown to be
1
. (3.259)

T

If photons are considered as oscillators with statistical energy distribution, the
average energy is given by

hw
(hw) = ——5——— (3.260)
exp(z7) — 1
from which follows for the photon mass:
hw
m=— . ——p——. (3.261)
ve? exp(gz) — 1

Here k is the Boltzmann constant and T' the temperature of the environment.
Since the temperature near to the surface of the sun is of some thousand Kelvin,
we used corresponding values for the numerical evaluation of Eq. (3.260).
The results for both equations (with and without statistics) are graphed in
Fig. 3.1. The photon mass of a single photon grows linearly on a double-
logarithmic scale while it drops to zero for finite temperatures. There is a
plateau (constant limit) in the infrared.

In a second plot (Fig. 3.2), the ratio v/c in the gamma factor has been
varied for T=293 K. Obviously the results are not very sensitive to . Only
in the ultra-relativistic limit the photon mass drops significantly.
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Figure 3.1: Photon mass in dependence of light frequency for various temper-
atures and the single-photon case.
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Figure 3.2: Photon mass for T=293K and different ratios v/ec.
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Chapter 4

Orbital Theory

4.1 General Theory

In this chapter ECE 2 covariance is developed to produce the Lorentz force
equation, and to develop quantization and orbital theory. In the opening
section the gravitomagnetic Biot Savart and Ampere laws are developed and
these laws are applied to planar orbits and the current of mass density of the
planar orbit. The method is generally valid and can be used on all scales. The
gravitomagnetic field responsible for the centrifugal force of planar orbits can
be calculated. Following sections of this chapter develop ECE 2 quantization
and precessional theory, together with other aspects of orbital theory. From
chapter three, the ECE 2 equations of gravitomagnetism are

9,G" =0 (4.1)
and
0,G" = J¥ (4.2)

where the field tensors are defined as:

[0 —cQ' —e? —c3

~ Ol 0 3 2

=12 _g# 0 g (4.3)
[ g2 —qg' 0

and

_01 e _923 —gj

w _ |9 0 —cf) )

G" = 92 3 0 —cO! (4'4)
_g3 -2 ! 0

In these equations g denotes the gravitational field and €2 the gravitomagnetic
field. It is assumed that the gravitomagnetic charge/current density vanishes.
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4.1. GENERAL THEORY

The contravariant index notation means that:

gl =9x, 92 =9y, 93 =49z,

4.5

O = Qy, =0y, P =0y, (4:5)
Lorentz transformation [2]- [13] of the field tensors gives the result:

grvx ) - Y (Vo) (1.6)

& =78 14+vec\c & '

1 v v v

Q=q(0Q-= -2 (Y 0) 4.7

v(0- gvxe) - (47)

where +y is the Lorentz factor:

in which v is the non relativistic velocity. In the rest frame:
v =0. (4.9)

Egs. (4.6) and (4.7) exactly parallel electrodynamics [2]- [13]:

2

E’:y(E+va)7117%(%~E) (4.10)
and
1 2
B=+(B-—-vxE)- L Y(Y.B (4.11)
c2 1+vyc\c

where E is the electric field strength in volts per metre and B is the magnetic
flux density. In the non relativistic limit:

v v 1 (4.12)
the gravitomagnetic Lorentz force is
F=m(g+vxQ). (4.13)

In plane polar coordinates the orbital velocity of a mass m attracted to a
mass M is, in general:

V =re, +w Xr=re,+wrey (4.14)

where the unit vectors of the cylindrical polar system are cyclically related as
follows

e, —¢eyp xk
eg =k x e, (4.15)
k=e, X eg.
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For a planar orbit, the acceleration in general is:

a= (i —w’r)e, =fe, —w x (wxr) (4.16)
where r is the radial vector defined by:

r=re, (4.17)
and where the angular velocity vector is:

w = wk. (4.18)

The planar orbital force is therefore:

mMG
2

F=mg-wx(wxr)=— e, (4.19)

r

where G is Newton’s constant. Eq. (4.19) is the 1689 Leibniz equation of
orbits. The orbital force equation can be written as:

F=mg+ viot X w (4.20)
where
Viot =W X T (4.21)

is the velocity due to a rotating frame first inferred by Coriolis in 1835. The
orbital force equation is the Lorentz force equation if:

Q=w="k 4.22
w=— (4.22)

and
V=Vt =W XT. (4.23)

Therefore €2 is the gravitomagnetic field responsible for the centrifugal force
of any planar orbit. The velocity due to the rotating frame of the plane polar
coordinates is:

Viot = W X I. (4.24)
In the non-relativistic limit the electromagnetic Lorentz transforms are:

E=E+vxB (4.25)

1
r_
and the gravitomagnetic Lorentz transforms are:

g=g+vxQ (4.27)
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1
X=0-vxg (4.28)

The primes indicate the field in the observer frame in which the velocity of

a charge or mass is non zero. The Biot Savart law of magnetism is obtained
from Eq. (4.26) with:

B=0 (4.29)

which means that there is no magnetic field in the rest frame, the frame in
which the electric charge does not move. The electromagnetic Biot Savart law
is therefore:

1

B = 5vxE (4.30)

in S.I. Units. The prime in Eq. (4.30) means that the law is written in the
observer frame, the frame in which the velocity v of the electric charge is
non-zero. In the usual electrodynamics textbooks the prime is omitted by
convention and the law becomes:

1
B=-5vxE (4.31)

The Biot Savart law can be written [2]- [13] as:
V x B = uoJ (4.32)

which is the Ampere law of magnetostatics, describing the magnetic flux den-
sity generated by a current loop of any shape. It follows in ECE 2 theory
that:

1
VxB:—C—QVx(vxE):MOJ (4.33)

so the current density of electrodynamics is:

1

foc?

J=- Vx(vxE)=—-¢Vx(vxE). (4.34)

Here:

Vx(vxE)=v(V-E)—(V-v)E+(E-V)v—(v-V)E. (4.35)
The electromagnetic charge current density is:

JH = (cp,T). (4.36)

In exact analogy, the ECE 2 gravitomagnetic mass/current density is:

JE = (com,Im) - (4.37)
Therefore:
1 4rG
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and the current of mass density is:

1
Now use:
2= Livxg) (vxg) =~ (25— (v-g)? 4.40
=S(vxg)(vxg)= (g —(v-g)). (4.40)

Egs. (4.38) and (4.40) are general to any orbit.
For the Hooke/Newton inverse square law:

mMG

F=——7

e, (4.41)

the orbit in plane polar coordinates is the conic section [2]- [13]:

[e%

= 4.42
" 1+ ecosf ( )

and the orbital linear velocity is:

dr\? do\ > 2 1
2 _ 2 _ 4 2
v? = <dt) +r (dt) MG <T a) (4.43)

where the semi major axis of an ellipse, for example, is:

@

=17 (4.44)

Here « is the half right latitude and e is the eccentricity. Some examples of

the gravitomagnetic field are developed and graphed later on in this chapter.

The ECE 2 gravitomagnetic field can be calculated for dynamics in general

and for a three dimensional orbit. For the planar part of this orbit the grav-

itomagnetic Ampeére law can be used to calculate the light deflection due to

gravitation and the precession of the perihelion from the ECE 2 field equations.

In planar orbital theory it is well known [2]- [13] that the angular velocity

is defined from a Lagrangian analysis in terms of the angular momentum of
the system comprised of a mass m orbiting a mass M:

do L
—k=w=—k. 4.4
dt mr?2 (4.45)

In this case the gravitomagnetic field is:
MG\ L
Q=-|(— )=k 4.46
<m02 ) r3 (4.46)
and the current of mass density is:

3ML
Jp=——— 4.4
4mmrt 0 (4.47)
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where the unit vectors are defined as:
ep = —isinf + jcosf (4.48)

e, =1icosf + jsind (4.49)

in terms of the Cartesian unit vectors i and j. From a a hamiltonian analysis
for a force law:

F:fm%G& (4.50)
it follows that:

L* = m*MGa (4.51)
in order that the orbit be the conic section (4.42). For an ellipse:

a=(1-€)a (4.52)
and for a hyperbola:

a=(e-1)a (4.53)

where a is the semi major axis for the ellipse.

The ECE 2 gravitomagnetic Ampere law (4.38) was first developed in UFT
117 and UFT 119, and orbital theory can be described by this law.

In cylindrical polar coordinates the position vector is:

r =re, + Zk, (4.54)
the velocity vector is:

v = e, + wreg + Zk (4.55)
and the acceleration vector is:

a= (r - r92> e+ (7"0 + 27*9) es + Zk. (4.56)
In dynamics in general the gravitomagnetic field is:

1

If the gravitational potential energy is defined as:

MG
v=-" (4.58)
r
the lagrangian is:
L=T-U (4.59)
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where the kinetic energy is:

1 1 . .
T= §mv2 =5m (7'"2 + 0% 4 Zz) . (4.60)

There are three Euler Lagrange equations:

0¥ do¥

= 2= 4.61

00 dt o8 (4.61)

0¥ do¥

e 2= 4.62

or dt or (4.62)

0¥ do¥

= _ 2= 4.

0Z  dt 0Z (4.63)
Eq. (4.62) gives the Leibniz equation:

ou . 12

F(r)——ﬁ—m(r—w). (4.64)
Eq. (4.63) gives:

. d*Z

S (4.65)

and Eq. (4.61) gives the conserved angular momentum

L= % (4.66)

00
In cylindrical polar coordinates:
L=mrxv=m (wrZeT +7rZeq + wer) (4.67)

so for a three dimensional orbit L is not perpendicular to the orbital plane. It
follows from Eq. (4.67) that the Z component of angular momentum is:

Lz =mrw (4.68)

and is a conserved constant of motion:

dLy

- 4.
=0 (4.69)

if the angular velocity is defined as in Eq. (4.45). The total angular momentum
is defined by:

L*=12+L;+ L3 (4.70)
and is not conserved, i.e.:

dL

— #0. 4.71

77 (4.71)
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The Binet equation [2]- [13] of orbits is defined by Egs. (4.64) and (4.68) and

is:
L2 d? (1 1
Fry=—"2Z (- (=-)+-). 4.72
(r) mr?2 <d92 (r) + r) (4.72)
It gives the force law for any orbit, not only the conic section orbits.
For planar orbits it can be shown [2]- [13] that:

0 + 270 = 0 (4.73)
so the velocity is:

vV =re, +wrey (4.74)
and the acceleration is:

a= (r - T92) e (4.75)
In three dimensions the position vector is:

r =re, + Zk (4.76)
and the angular momentum vector is:

L =m (Z (wre, + feg) + wr’k) (4.77)

so a planar orbit of any kind is embedded in the three dimensions defined by
r, 0, and Z. In the usual planar orbit theory it is assumed that

Z=0 (4.77a)
in BEq. (4.77).
Eq. (4.76) can be defined as:
Tiotal = 7€ + Zk (4.78)
so:
R (4.79)

so a conic section orbit in cylindrical coordinates is defined in general by:

2
2 o 2
= — Z*. 4.80
Tiotal <1+€COS€) + ( )

In general the lagrangian is:
1 . .
L= 3M (7'«2 + 6% + Zz) ~U(r,0,2) (4.81)

and the potential energy and force depend on Z as well as on r. Most generally,
the velocity in the observer frame is:

V=re +wxr (4.82)
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and the acceleration in the observer frame is:

d d
a:ferfwx(wxr)er—L;><r+2w><d—:er. (4.83)

The vector definitions (4.82) and (4.83) are equivalent to:

v = re, + rfeq (4.84)
and

a= (i —w?r) e, + (200 +10) . (4.85)

The gravitomagnetic field is proportional to the vector product of v from
Eq. (4.82) and a from Eq. (4.83).

Using these concepts, the phenomena of light deflection due to gravitation
and perihelion precession can be described straightforwardly by ECE 2 theory
as follows.

A precessing orbit can be modelled by:

e
_ 4.
"T1te cos(z0) (4.86)
and advances by:
A= (z—-1)0 (4.87)

In the solar system, x is very close to unity. Later on in this chapter an exact
ECE 2 theory of the perihelion precession is developed by simultaneous solution
of the ECE 2 lagrangian and hamiltonian. However Eq. (4.86) is accurate in
the solar system to a very good approximation. Since x is very close to unity:

L* =m*MGa (4.88)

to an excellent approximation. From Eqs. (4.72) and (4.86) the force necessary
for the precessing orbital model (4.86) is:

2 2 _ 1
F = mMG (9:2 + W) e. (4.89)
T T

Note carefully that this is not the force law of the incorrect Einstein theory,
whose claims to accuracy are nullified because its underlying geometry is in-
correct [2]- [13]. For light grazing the sun, the orbit is a hyperbola with a very
large eccentricity, so the path of the light grazing the sun is almost a straight
line. At the distance of closest approach (Rp):

a= Ry. (4.90)
The angle of deflection of the light is defined by:

A¢ = % (4.91)

59



4.1. GENERAL THEORY

and the gravitomagnetic field is:

- MGl (5”2 MGt 1 0‘) k. (4.92)

mec? 73 ré

To an excellent approximation:
x~1 (4.93)

and the gravitomagnetic field at closest approach is:

0 = (J\ig)“a (¢ -1). (4.94)
Now use:
r=a= Ry (4.95)
to find that:
3
Q= (]C\fgg (e2-1). (4.96)

The angle of deflection is therefore:

2 2 [((MG)® 2
soto g (wer)” o

For light deflection by the sun:

Al = 8.4848 x 1076 radians (4.98)
so the gravitomagnetic field for light deflection by the sun is:

Q7 = 0.000314 radians per second. (4.99)

The precession of the perihelion of a planet such as Mercury is defined by
the Z component of the gravitomagnetic field as follows:

MGL [ 2? (2—1)«
Q7 =— <_r3 e (4.100)
where
a=b(1-e)", (4.101)

Here b is the perihelion. Therefore at the perihelion:

1/4 o
— (MG (1 - e
0y = T (4.102)
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and
™
Al = (z—1) 3 (4.103)
The observed precession of the perihelion of Mercury is
A = 7.9673 x 1077 radians per year (4.104)
and at the perihelion:
7r
g~ 4.105
: (4105)
SO
r=1+1.268x10"" (4.106)
and to an excellent approximation:
z~1 (4.107)
thus justifying Eq. (4.93). The required experimental data are:
M = 3.285 x 10% kg
b =4.60012 x 10" m (4.108)

e = 0.205630

so the gravitomagnetic field responsible for the precession of the perihelion of
Mercury is:

Qy = —2.489 x 10" rads™ . (4.109)

As in UFT 323 the concept of Lorentz transform can be extended to the
Lorentz transform of frames, so in ECE2 the transform becomes one of a
generally covariant unified field theory. The primed frame is the Newtonian or
inertial frame whose axes are at rest. The notes accompanying UFT 323 give
clarifying examples. In contrast to the usual concept of the Lorentz transform
in special relativity a particle may move in the primed Newtonian frame. In the
original theory by Lorentz, the particle is at rest in its own frame of reference,
known as the “rest frame”. The unprimed frame in this theory can move in
any way with respect to the Newtonian or primed frame, so the 1835 theory
by Coriolis is developed into a generally covariant unified field theory.

This theory produces the following force equation for orbits:

2
¥ v /v mMG
F:m(’y(g+vxﬂ)—1+76(C.g)>:— e (4.110)

and is therefore the generally covariant Leibniz force equation. It is shown as
follows that this equation can describe precessional effects in orbits. The 1835
Coriolis theory is recovered in the limit:

Ty—=1lvke (4.111)
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from which:

mMG
2

F=m(g+vxQ)=-— er. (4.112)

r

In conventional notation the well known Coriolis theory is:

) . . M
F:m((i‘frt?Q) e + <r9+21*0) eg) = 2Ger (4.113)
r

in which:

70+ 270 =0 (4.114)
for all planar orbits [2]- [13]. So for planar orbits:

: M
F:m(f—raz) e, = — 2Ger. (4.115)
r
The 1689 Leibniz equation is:
. : mMG

mi = rf? — — (4.116)
which is recovered from the general theory using:

v=wxr, =—-w. (4.117)

Therefore in the Leibniz equation one frame moves with respect to another
with the circular part of the orbital velocity

V=wXr. (4.118)
This is the angular part of the total orbital velocity:
V=re +wXr. (4.119)

The Leibniz orbital equation produces the conic section:

@

=— 4.120

"7 + ecosf ( )
whereas the observed orbit is accurately modelled by:

r e (4.121)

T 1+ e cos(z0)

so the precession is due to the generalization of Eq. (4.115) to Eq. (4.110).
In the Coriolis limit the gravitomagnetic field is given by Eq. (4.117), so
Eq. (4.110) becomes

2
F—my (Ztg - Q%) e,. (4.122)
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Using:
V=wreg =wxr (4.123)
and:
MG

Eq. (4.110) reduces to:

dr

F =my <dt2 + v x ﬂ|) er. (4.125)
The relativistic correction is due to an effective potential V' defined by:
V=U(r) (4.126)

used with the lagrangian:

¥ = %va —Ul(r) (4.127)

and the Euler Lagrange equation:

0L  dog

= ——. 4.12
or  dt or (4.128)
From Eqs. (4.121) and (4.72) the orbit due to Eq. (4.125) is:
d? /1 1 1
— | - -=— 4.12
de? <r) + T ya (4.129)
in which the Lorentz factor is defined by:
02\ V2
r=(1-% . (4.130)

The force given by the Binet Eq. (4.72) must be the same as the force given
by Eq. (4.125) so:

9 9 « 1
—1)—=-. 4.131
7+ (w ) , 5 ( )
At the perihelion:
a
= 4.132
"7 +€ ( )
so:
2 2 1
2+ (2 —1)(1+e) = 5 (4.133)
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so x can be found in terms of v. The velocity of the Lorentz transform is
defined by:

vo = Qr (4.134)

SO:

w2\ /2
2+ (22— 1) (1+e) = (1— C‘;) . (4.135)
The precession can be worked out in terms of vg for the orbit of the earth
about the sun, and this is done later on in this chapter.

The Lorentz force equation of ECE2 theory can be solved by using the
relativistic Binet equation for force, and its integral form for the hamiltonian.
The relativistic Binet equation is derived from the Sommerfeld hamiltonian
and the relativistic orbital velocity can be calculated straightforwardly and
used to derive the observed velocity curve of a whirlpool galaxy and the pre-
cisely observed deflection of light due to gravity. These are major advances in
understanding that overthrow the obsolete Einstein theory.

The property of ECE 2 covariance means that the well known equations and
ideas of special relativity can be used in orbital theory. The Lorentz trans-
form is sufficient to produce the velocity curve of a whirlpool galaxy and the
famous result of light deflection due to gravitation. Therefore these phenom-
ena are explained by ECE 2 theory straightforwardly. The relativistic Binet
force equation is equivalent to the ECE 2 Lorentz force equation derived earlier
in this chapter. The former can be derived from the well known lagrangian
of special relativity. The integral form of the Binet equation allows the eval-
uation of the hamiltonian for any orbit and the Binet force equation allows
the evaluation of the central force and gravitational potential for any orbit.
The methods can be exemplified with use of the plane polar coordinates and a
precessing planar orbit. However it can be applied to three dimensional orbits.

It is shown as follows that the solution of the ECE 2 Lorentz force equation
for a planar orbit is:

F=m<7(i‘+"ﬂ><ﬂ)_v2m(m'g>>

) I+ye te (4.136)
= (v = 1)mc?) e,.
The relativistic Binet equation for a planar orbit is:
0
F = g (v—1) mcg) e, (4.137)

in which the Lorentz factor is:

b2\ /2
N = (1 - 02) (4.138)

and in which the velocity used in the Lorentz factor is:

v? =72 4 672, (4.139)
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In the Lorentz force equation vq is the velocity of one frame with respect to
another.

The relativistic Binet equation is derived from the lagrangian of special
relativity:

Z = T U(r) (4.140)

where U(r) is a central potential. The hamiltonian of special relativity can be
derived from the lagrangian [2]- [13] and is:

H=FE+U(r) (4.141)
where the total relativistic energy is:

E = ymc?. (4.142)
The hamiltonian (4.142) can be written as the Sommerfeld hamiltonian:

H(Sommerfeld) = H — mc? = (y — 1)mc® + U(r) (4.143)
where:

T = (y — 1) mc? (4.144)

is the relativistic kinetic energy. In the non relativistic limit:
v? 2 1 o

The Euler Lagrange equations of the system are:

0 oL

— = —— 4.14

00 dt o8 (4.146)

0¥ do¥

—_—= . 4.14

ar dt or ( 7
For a central potential that depends on r but not § they produce the results

% = ymr?0 (4.148)
and:

d .

7 (ym#) — ymré? = f%—i{ = F(r). (4.149)
Eq. (4.148) defines the relativistic angular momentum:

L = ymr?6 (4.150)
which is a constant of motion:

dL

— =0. 4.151

o (4.151)
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Eq. (4.149) defines the relativistic force equation of the orbit:

d . :
F(r) = pn (ym#) — ymr6?

in which:

d, .. L dry .
mey (yr) =m (rdt —|—’y7"> .

Here:
dy _ dydo
dt  dvdt
So:
d . v dv .
g1 ) =m (T o)
where

V= (7'“2 + 92r2> 2 .

(4.152)

(4.153)

(4.154)

(4.155)

(4.156)

In general this is a complicated expression that must be developed with com-

puter algebra.

The Binet equation is defined by making a change of variable:

d <1) 1 dr 1 dr dt

do T r2d0 T rZdtdo

-
where:
ﬁ B ymr?
dd L
From Eq. (4.150) it follows that:
L
ymr?

o Lodf1
"= ymdd \r )’

The orbital velocity is therefore:

. 2 d /1\\? 1
2 -2 2,2 _
'UN =T +0 rT = /}/2m2 <(d9 <r)> + ’[‘2>

and

(4.157)

(4.158)

(4.159)

(4.160)

(4.161)

and the integral form of the relativistic Binet equation is found directly from

the Sommerfeld hamiltonian:

M
H—m02:(7—1)m62—m ¢

r
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in which:
L = vymr?0 = yL. (4.163)

So the relativistic orbital velocity is:

=5 (GO ) (= (GO +3)

(4.164)
Note carefully that
H — mc* = H(Sommerfeld) (4.165)
is a constant of motion, so the relativistic Binet force equation is:
F = % ((v = 1)mc?) (4.166)

which is the required solution of the ECE2 Lorentz force equation (4.136),
Q.E.D.
In the non relativistic limit the integral form of the Binet equation is:

UH2L7;<<;IH <7{)>2+7}2> (4.167)

and the Binet force equation in the non relativistic limit is the well known [2]-

[13]:
F(r) = —mL—:Q (j; (i) + i) . (4.168)

For the precessing conic section (4.121) for example, the central force is:

ou 22 L? (x2 — 1) L?
= +

F=_"-=_ 4.169
or mr2a mr3 ( )
and the gravitational potential is:
MG
U= (4.170)
r
The hamiltonian is:
2?L? [ -1
H = — . 4.171
2m ( a? ) ( )
In the Newtonian limit:
M M M
F:_mTC{ v _mMG g mMG (4.172)
T T 2a
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and the following well known results are recovered:

[e%

_ 4.1
1+ ecosf (4.173)

r—1, r—
It follows that the Einstein theory is not needed to describe a precessing
elliptical orbit. It can be derived classically as above. The Einstein theory
gives an incorrect force law [2]- [13] that is the sum of terms that are inverse
squared in r and inverse fourth power in r. The correct expression is given in
Eq. (4.169).
The relativistic orbital velocity (4.161) gives the correct experimental result
for the velocity curve of a whirlpool galaxy using the hyperbolic spiral orbit
of a star moving outwards from the galactic centre:

1_9 (4.174)

From Egs. (4.161) and (4.174) the velocity curve of the spiral galaxy is:

L2/1 1 L2 /1 1)\
2 _ Lo 0
Un = w (T% + T‘2> (1 - m202 (7“(2) + ?/.2)> (4175)
and goes to the observed constant plateau:
—1/2
Lo L3
1-— . 4.176
UN e mrg ( m2c2r2 ( )

These results amount to a strong indication that ECE2 is preferred by Ock-
ham’s Razor, and by observation, to the Einstein theory, because the latter
fails completely to produce the velocity curve of a whirlpool galaxy [2]- [13].
The non relativistic Newtonian orbital velocity is:

v*(Newton) = MG (2 - 1) (4.177)
roa
so:
MG (2 —1)
2 —
v*(Newton) = r <2 * 1+e€cosf | r—oo 0 (4.178)

and the Newton theory fails completely in a whirlpool galaxy. The Einsteinian
orbit is claimed to be able to reproduce the precessing ellipse (4.121), so:

MG (2 —1)
2 /e . _
v*(Einstein) = . <2+ T+ ccos(@d) | 75w 0 (4.179)

and the Einsteinian general relativity also fails completely in a whirlpool
galaxy.
The relativistic orbital velocity from Eq. (4.164) is:

p2\
02, = 0 <1 n 62) (4.180)
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where vy is the non relativistic orbital velocity:

03 =72 + %2 (4.181)
in plane polar coordinates. In light deflection by gravitation:

v~ C. (4.182)

It follows from Egs. (4.180) and (4.182) that:

2
v% — ) (4.183)
and that there is an upper bound to the non relativistic velocity. This simple
inference of ECE 2 theory exactly explains light deflection by gravitation as
follows.
The non relativistic orbital velocity is:

v = MG (2 - 1> (4.184)

r a

where the semi major axis is:

(67

The distance of closest approach is:
@
Ry = . 4.186
07 Tte ( )
It follows that:
MG e -1 MG
X = = 1 : 4.187
= (2+ 557 ) = o0+ (4.187)

Light grazing the sum follows a hyperbolic trajectory with a very large eccen-
tricity:

e>1 (4.188)

so the orbit is almost a straight line. From Egs. (4.187) and (4.188):

Rov?\,
~ 4.189
‘MG (4.189)
and the angle of deflection is:
2 2M@G
Al=—-=—5. 4.190
¢ e Rovi ( )

This is often known as the Newtonian result. However, the non relativistic
velocity from Eq. (4.180) is:

2

vy = ) (4.191)

69



4.1. GENERAL THEORY

so the angle of deflection is:

AMG

A= @

(4.192)
which is exactly the precisely measured experimental result, Q. E.D. The Ein-
stein theory is not needed to produce this result.

The lagrangian and hamiltonian of ECE 2 (those of special relativity) can
be solved simultaneously using numerical scatter plot methods as in UFT 325
on www.aias.us. The result is the precise orbit, the precisely defined precess-
ing ellipse without any further assumption or theory. Note carefully that this
is not the Einsteinian result, which is based on an incorrect geometry without
torsion. As shown in several UFT papers, the Einstein result produces a mi-
rage of precision when the precession is tiny as in the solar system, over the
full range of angle it gives a wildly incorrect orbit [2]- [13] and is known to be
incorrect in many other ways. ECE 2 is a great improvement because it gives
a precessing ellipse directly from the simultaneous solution of the ECE 2 la-
grangian and hamiltonian — a precise, correct and general result. ECE 2 gives
the precessing orbit without any empiricism. The true precessing orbit is not
that of Einstein, and is not the model (4.121). The non relativistic Newton
theory gives no precession at all.

The hamiltonian and lagrangian of ECE 2 are given by Eqs. (4.141) and
(4.140) respectively. It is assumed that the gravitational potential is:

mMG

= . 41
U g (4.193)

The orbital velocity is defined by the infinitesimal line element of special rel-
ativity [2]- [13]:

cdr? = (% —vy) dt? (4.194)

where dr is the infinitesimal of proper time, the time in the frame moving with
the object m orbiting an object M. It follows that the non relativistic velocity
is:

v =72 + 262, (4.195)

The Euler Lagrange equations for this system produce Eq. (4.164) as shown
already.

As shown in Note 325(9) and by computer algebra, the Einstein theory gives
an exceedingly complicated orbit and diverges, so the Einstein theory when
correctly tested over its complete range gives un unphysical result, in fact it
gives complete nonsense. UFT 325 on www.aias.us was the first paper to
point this out in irrefutable detail using computer algebra to eliminate human
error. The Einstein theory is therefore obsolete. The basic incorrectness of
the Einstein theory can be demonstrated easily as follows. The Einsteinian
hamiltonian and lagrangian are well known to be:

H(Einstein) = %m (7’"2 + 122 (1 + 7;—0)) +U (4.196)
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and
s _1 .2 2,42 To
Z(Einstein) = 5m (r 2 (1 + 5 )) U (4.197)
where:
g mMG (4.198)
r
and where
2MG
ro = 2 (4.199)

is known in the obsolete physics as the Schwarzschild radius. The conserved
angular momentum of the Einstein theory is:

=92 _ (1 n T—O) mr20 (4.200)
o0 r
and it follows that:
. L 7oy —1
b=—5= (1 + 7) (4.201)
and
. L To -1d 1

Therefore the Einsteinian orbital velocity can be worked out from:

v? =72 + 1262 (4.203)
using Egs. (4.201) and (4.202), giving the result:

v*(Einstein) = v (1 + %0) -~ . (4.204)
As:

UN = C (4.205)
and at the distance of closest approach:

r= Ry (4.206)
the Newtonian angle of deflection is changed to:

AC_2MG (1+7;0)2

r

and this is not the experimental result, Q. E.D. As shown in detail in papers
such as UFT 150 and UFT 155 on www.aias.us, by now classic papers, Ein-
stein obtained the twice Newton result by a series of invalid approximations.
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The Euler Lagrange equation (4.147) gives the relativistic Leibniz orbital
equation of ECE 2:

d . : ou

p (ym#) — ymro* = = F(r). (4.208)
In the limit:

| (4.209)

Eq. (4.208) becomes the 1689 Leibniz equation:

mMG

mit = mre? — 5

4.210
- (4:210)
which gives a non precessing orbit. The Newtonian or non relativistic orbital
velocity is:

v?vzg;((je (i))2+r12> =MG<f—i>. (4.211)

From Egs. (4.164) and (4.211) it can be shown that:

v? = MG (i - i) (1 — ]\ff (i — i)>_1 : (4.212)

This result is graphed later in this chapter, in which a synopsis of UFT 325
Section 3 is also given, a Section in which computer algebra is used to show
that simultaneous solution of the lagrangian and hamiltonian of ECE 2 theory
gives the true precessing elliptical orbit for the first time in scientific history.
The solution is a stable orbit and not an unstable, unphysical orbit as in the
Einstein theory.

The property of ECE 2 covariance means that quantization of ECE 2 theory
can be developed straightforwardly, as in UFT 326, which is reviewed briefly
as follows. These quantization schemes accompany a new axiom introduced
logically by ECE 2 theory, that the maximum value of the non relativistic
velocity vy is:

2

v = —. (4.213)
2
As shown already, this axiom immediately results in the precisely observed
light deflection due to gravity, now known with claimed high precision. This
axiom allows a particle with mass to travel at c. This fact is observed experi-
mentally when electrons are accelerated to very close to c¢. The usual dogma of
the obsolete physics claimed that only “massless particles” such as the photon
can travel at ¢. ECE2 allows the photon with mass to travel at c.
The fundamental equations for the quantization schemes are the Einstein/de
Broglie equations:

E =ymc® = hw (4.214)

72



CHAPTER 4. ORBITAL THEORY

and
p =ymvy = hK. (4.215)

The hamiltonian and lagrangian are defined as in Egs. (4.141) and (4.140).
The relativistic total energy is given by the well known Einstein equation:

E? = p?® + m2ct. (4.216)
This can be factorized in two ways:

22
2 p-c

E - = — 4.21
mc B rme (4.217)
and
m2ct
E —pc= 4.218
P B e (4.218)
each of which may be quantized using:
E 10
b=1— =iho* =ih| ——,-V 4.219
p (C,p) i i (Cat, ) (4.219)

for the relativistic energy E and relativistic momentum p used in Eqgs. (4.214)
and (4.215).

The relativistic Schrédinger equation is obtained from Egs. (4.217) and
(4.219)

m02

p2 2
%1/’ - - (7 — 1) P (4.220)

and can be developed using various types of quantization as described in the
notes of UFT 326 on www.aias.us. In the non relativistic limit:

oy < ¢ (4.221)

the following result is obtained:

P 2 vk - Lo o

The relativistic Schrédinger equation of ECE 2 may also be expressed as:

2
p 2
—+4U =(H - 4.223
((me* )w (= me) (4.223)
as explained in Note 326(8). The equation is therefore developed from the
familiar Schrédinger equation using:

2 2
p p

—_— 4.224
2m  (1+v)m’ ( )
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the non relativistic Schrédinger equation being defined by:

2
(;n + U) ¢ = (H —me®) ¢ := Eior). (4.225)
The relativistic Schrédinger equation may be developed as:
P 1
U )Y =Eia + 5 (v = 1) (Brot —U) ¥ (4.226)
2m 2
where:
Eiot = H — mdc? (4.227)

and where the Coulomb potential is:

62

U=- . 4.228
4megr ( )

So the energy levels of the H atom are shifted by:

2,2 2\ ~1/2
Etot = Etot + m4UN << - UN> - 1) (4.229)

c2

and this allows vy to be found from the spectrum of the H atom. In the usual
Dirac quantization scheme:

H—-U-mc = _re (4.230)
H —U + mc?

the rough approximation:

H =ymc* +U — mc? (4.231)
is used, implying;:

vy—=1, UK E. (4.232)
Using these approximations in Eq. (4.226) leads to:

(— h;zz + U> ¥ = Eyort) + %vz (Uy) (4.233)
where:

V2 (Uy) = UV +2VU - Vop + »V2U. (4.234)

The energy levels of the H atom are shifted in the Dirac approximation to:

2
(AEBio) = —4727202 (/WUV% dr + /w* (V2U) 1 dr
(4.235)
+2/1/J*VU~V1/;dT)
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and this can be evaluated in the approximation of hydrogenic wave functions.

In the usual interpretation of special relativity the non relativistic velocity
vy of the Lorentz transform is allowed to reach ¢, the universal constant known
as the vacuum speed of light. The experimentally untestable assumption:

vy —7 ¢ (4.236)
results however in an unphysical infinity:
v — 00 (4.237)

obscurely known in the obsolete physics as the hyper relativistic limit. The
obsolete physics dealt with this unphysical infinity by inventing the massless
particle. The relativistic momentum became indeterminate, zero multiplied by
infinity, for this massless particle. A photon without mass became a dogmatic
feature of the obsolete physics but at the same time introduced many severe
difficulties [2]- [13] and obscurities which were acknowledged by the dogmatists
themselves. The ECE 2 axiom (4.213) removes all these difficulties straight-
forwardly. Under condition (4.213) the relativistic velocity v reaches ¢ and the
Lorentz factor remains finite:

¥ = V2. (4.238)

As shown already, the ECE2 axiom (4.213) immediately gives the observed
light deflection due to gravitation. It also gives the correct O(3) little group
of the Poincaré group for a particle with mass, allows canonical quantization
without problems, produces the Proca equation, and is also compatible with
the B(3) field [2]- [13]. The ECE2 axiom (4.213) introduces photon mass
theory which refutes the Higgs boson and the entire structure of the obsolete
physics. It removes the Gupta Bleuler condition, which was very obscure, and
allows canonical quantization to take place self consistently. Some methods of
measuring vy have been suggested already in order to test the axiom (4.213)
experimentally.

As described in notes such as 326(6) on www.aias.us the relativistic Schré-
dinger equation may also be written as:

h2

5 Vi = % (v* = 1) mc*yp := Bt (4.239)

whose solution is:

= Aexp(ikZ)+ Bexp (—ikZ) (4.240)
where:
2mEr 1
K = = < (4.241)

This leads to relativistic quantum theory and also an expression for vy:

() =1- (1 + (Z)) B (4.242)
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which may be used with Eq. (4.215) to measure vy and m experimentally.

Further details and numerical development are given in UFT 326 and in
numerical methods in UFT 326 Section 3 summarized later in this chapter.

The Minkowski metric of ECE 2 relativity produces a precessing elliptical
orbit, confirming the demonstration earlier in this chapter that the precess-
ing elliptical orbit is produced by simultaneous solution of the lagrangian and
hamiltonian of ECE 2 relativity. The details for the use of the Minkowski
metric to produce precession are given in the background notes accompanying
UFT 327 on www.aias.us. The notes for UFT 327 also refute the Einstein
theory in several ways. For example notes 327(2) and 327(3) use computer al-
gebra to show that the integral approximations used by Einstein in his paper of
Nov. 1915 are incorrect. This paper was heavily criticizsed by Schwarzschild
in Dec. 1915. The computational methods now available remove the need
for the approximations used by Einstein. In UFT 150 and UFT 155 several
other approximations used by Einstein are shown to be incorrect and mean-
ingless. The scientometrics show that these are heavily studied and accepted
papers. The omission of torsion means that the geometry used by Einstein is
fundamentally incorrect as already discussed in chapter two of this book.

It is therefore accepted by leading scholars that Einsteinian general rela-
tivity is meaningless. In Note 327(6) for example an accurate computational
method is developed which proves in another way that the claim by Einstein
to have produced orbital precession is fundamentally incorrect. The results
of this numerical method are given later on in this chapter, together with
graphics.

Consider the ECE 2 infinitesimal line element:

cdr? = (& —vy) dt*. (4.243)

This has the same mathematical format as the well known Minkowski metric
of special relativity. Here dr is the infinitesimal of proper time (the time in
the moving frame) and vy is the Newtonian velocity of the observer frame,
defined in plane polar coordinates by:

dr\? o\’
v} = <d:> + 2 <dt> . (4.244)

The rest energy is therefore:

dt\? dr\? AN
2 _ .2 _ — mr?
me” = mc (dT) m (d’l’) mr (dT) (4.245)

where the Lorentz factor is defined by:

dt 02\ Y2
Y=o = (1 - Cf;’) : (4.246)

There are two constants of motion, the relativistic total energy:

E = ymc? (4.247)
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and the relativistic angular momentum:

do
L= ’ymrza = ~yLy. (4.248)

The relativistic linear momentum is defined by:

P =YMmvVN = VPN (4.249)
so it follows that:

p? = 2m2v% (4.250)
and Eq. (4.245) becomes the Einstein energy equation:

E? = p*c + m?ch. (4.251)

As shown in Note 327(1) and in several UFT papers on www.aias.us, the
orbit of ECE 2 relativity is:

dr\?>  ,(E*—mi* 1 A(/p\2 1
(de) = (L_> = ((L) ‘) (4.252)

The ratio p/L is defined by:

b TPN PN
p_ _ b~ 4.253
L ")/LN LN ( )

Therefore in the Newtonian limit the orbit becomes:

dr 2 4 PN 2 1
in which the non relativistic momentum py is defined by the classical hamil-

tonian:

_ Pk
2m

From Eqgs. (4.254) and (4.255):

(&) = 12 (am (01007~ 30 (4.250)

an equation which is well known to give the conic section orbits:

Hy +U (4.255)

«

- 4.257
1+ ecosf ( )

r

which do not precess.
The infinitesimal (4.243) of ECE2 relativity is derived from the Lorentz
invariance:

tx, =2z, (4.258)
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of the position four vector. In ECE 2 relativity, Lorentz invariance is defined in
a space with finite torsion and curvature. In the original special relativity, the
torsion and curvature are both zero. In ECE 2 relativity the orbit is described
by the underlying Cartan and Evans identities of geometry.

In the fully relativistic version of Eq. (4.252) the relativistic angular mo-
mentum L is the constant of motion:

dL
o= 4.2
=0 (4.259)

and not the classical angular momentum Ly defined by:

de
Ly = mr’—k. 4.2
N =mrto (4.260)

The relativistic orbit is:

dr\ 2 4 (VPy 1

where the square of the Lorentz factor is:

v = (1 Py )_1. (4.262)

m2c?

Earlier in this chapter (and in UFT 324 and UFT 325) it was shown that
simultaneous numerical solution of the relativistic hamiltonian of ECE 2:

H=ym®+U 4.263
v

and the relativistic lagrangian of ECE 2:

2
L= U (4.264)
Y

gives a precessing orbit from the relevant Euler Lagrange equations. The in-
finitesimal line element corresponding to Egs. (4.263) and (4.264) is Eq. (4.243),
whose orbit is defined by Eq. (4.252). Therefore Eq. (4.252) must also give
a precessing orbit for self consistency. The relativistic hamiltonian can be
defined as:

H= (2 +m2") 1 U (4.265)
so the relativistic momentum:

P =7PN = YMVN (4.266)
can be defined as:

Ep?+mict = (H-U)>. (4.267)
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As shown earlier in this chapter (and also in UFT 326), Eq. (4.267) can be
expressed as:

HoU-me=— P (4.268)
H - U+ mc?

which reduces to the classical hamiltonian (4.255) in the limit:

vy K c. (4.269)
In the well known Dirac approximation:

U< H~mc* (4.270)
the classical hamiltonian is defined by:

Hy = H — mc? (4.271)
and from Egs. (4.270) and (4.271):

-1

Hy = % (1 - 27’T({CQ> +U, (4.272)
and since:

U < 2mc? (4.273)
the classical hamiltonian becomes:

Hy ~ % <1 + 277(502) +U. (4.274)

The factor two in the brackets on the right hand side is the Thomas factor
observable in spin orbit interaction in spectra. In the Dirac approximation the
relativistic momentum is given by:

P’ = (1 U> PN (4.275)

2mc?

and the orbit from Eqs. (4.252) and (4.275) is

ar\> /1 MG\ , 1
This is the ECE 2 correction of the Newtonian theory of orbits.
The rigorously correct precession is obtained by simultaneous numerical
solution of Eqgs. (4.263) and (4.264) as shown in UFT 324 and UFT 325. How-

ever, for small precessions of arc seconds a year, such as those in the solar
system, the precessing orbit can be modelled by:

(67

Ty e cos(z0)

(4.277)
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in which x is observed by high precision astronomy to be:

(4.278)

It follows from Egs. (4.276) and (4.277) that:

dr\? 22e2r 9 4 ([ P% 1 MG\ p%
— | =———si = = 4+ = — | == 4.2
<d9> 7 sin (z0) =7 <<L2 + r2> + (202r) L2> (4.279)

so it has been proven that ECE 2 relativity gives the experimentally observed
precessing orbit provided that Eq. (4.279) is true. So ECE2 replaces the
obsolete and incorrect Einstein theory.

Additional analysis and graphics are given later on this chapter.

As shown analytically and numerically in UFT 328 the true precessing or-
bit must be found by simultaneous solution of the ECE 2 hamiltonian and
lagrangian. The true orbit is not the one modelled in Eq. (4.277), and is
certainly not the orbit asserted in the early work of Einstein, work which is
riddled with errors. The true precession is given by simultaneous solution of
Eqgs. (4.263) and (4.264), in which the gravitational potential is assumed to
be:

mMG
r

U=-— (4.280)

of the Hooke/Newton inverse square law. The orbit is considered to be planar.
As shown in UFT 324 and UFT 325 an analysis based on the Euler Lagrange
equations for r and 6 leads to:

(—721112\, + 727*2 — 62) MG +r (737‘4 + ’chv]QV) + rr (—7311]2\, — ’ch)

T r2 (VAR +e?)
(4.281)

and:

- YFOMG + rif (—27%0} — 2¢

i="2 (2 TN ) : (4.282)

(2t )

In the classical limit these equations reduce to the Leibniz equation:

N o MG

P=r? — — (4.283)
and to:

. 270

§=-"" (4.284)

r

respectively.

In order to compute the relativistic orbit use:
7= /fdt (4.285)
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and:
0= /édt (4.286)

to give various results graphed later in this chapter. As discussed in UFT 328
and its background notes, the ECE 2 version of the Leibniz equation is:

oU  d

F ==%-=a

(ym#) — ymr? (4.287)
with the constant of motion:
L = ~vymr2. (4.288)

From Eq. (4.263), the transition from classical to ECE2 dynamics can be
described as:

E2

Py =2 <m02 (E+ m02)> Py (4259
The method of solution and precessing graphics are given later in this section.
It follows that the most general and rigorously correct method of describing
orbital precession is to solve the ECE 2 hamiltonian and lagrangian simulta-
neously. The resulting graphics show clearly the presence of the true orbital
precession. This method is valid for true precessions of any magnitude. The
Einstein theory becomes wildly incorrect for large precessions, and the model
(4.277) gives fractal conic sections.

4.2 Numerical Analysis and Graphics

4.2.1 Examples of a Gravitomagnetic Field

The gravitomagnetic field in dipole approximation has been analysed numer-
ically and graphically in three dimensions. In ECE 2 theory the gravitomag-
netic field is defined by

Q, =V xW, (4.290)

where W, is the gravitomagnetic vector potential. This is — in analogy to
electromagnetism — given by

W, = %mg X r (4.291)
where my is a gravitational dipole moment. For a given m, the vector potential
and gravitomagnetic field can be computed in three dimensions by computer
algebra. (The equations are quite complicated and not shown.) It would be
desirable to draw equipotential lines because these are perpendicular to the
field lines and demonstrate the curving of the field clearly. As the name says,
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these are results of a scalar potential which is not available in the gravitomag-
netic case. However, it is known from electrodynamics that dipole fields can
be defined by a magnetic scalar potential ® in analogy to the electric case:

Q,=-Vo. (4.292)

Therefore we defined a dipole by two distinct charges +¢q and a potential

<I>(r)C’< a d ) (4.293)

|r —rq| B |r — ro|

with the “charges” at positions r; and ro, here placed on the Z axis. The
corresponding field €2 is rotationally symmetric around this axis and is shown
in Fig. 4.1, together with the equipotential lines of ®.

It may be interesting how the field looks like if two dipoles are positioned
upon one another. This is a linear arrangement without a quadrupole moment
which would occur in other cases. The results are graphed in Fig. 4.2. There
is a recess in the XY plane which is shown in more detail in Fig. 4.3. Field
lines do not go straight from pole to pole in this region, contrary to the single
dipole. It has been reported by Johnson in the seventies that such a behaviour
has been found for certain magnets.
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Figure 4.1: Dipole vector field 2, (directional vectors only) in XZ plane and
equipotential lines.
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Figure 4.3: Double-dipole vector field and equipotential lines, enlarged view.
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4.2.2 Relativistic Lagrange Theory and x Theory

The Lagrangian from special relativity, or Sommerfeld Lagrangian (Eq. (4.140)),
is
2

y=-"% 7y (4.294)
Y
with potential energy, v factor and velocity
M
y—_mMG (4.295)
r
1
V=, (4.296)
Jioz
v =72 41262 (4.297)
The evaluation of Lagrange equations
0% doZ¥
—_— = —— 4.298
or  dt or’ ( )
0% do¥
—_— = —— 4.299
tolv} dt 90 ( )
gives from the Sommerfeld Lagrangian (4.294):
2GQ M +~3 4'9'9'+ 3,352 2.3 9’2
PR Prtr00+ (P rtit -y etet) 02 (4.300)
V3122 4y 2 2
and
é:_72r2f93+(72rff+2027*) 9 (4.301)

72r392+62r

Both equations contain the second derivatives of r and 6 in linear form. To
obtain an equation set useable for numerical integration, both 6 and 7 have to
be separated first. From the two equations with two unknowns (4.300,4.301)
the solutions are
i (_721)2 422 —c2) GM +rn (721}4 +szz) _ 747;27(721]2 +(:2)
7= ,

2y (20 + )
(4.302)

. i M . 0 -9 2 2_2 2
9:77"06? +r7f (—2+%v c). (4.303)
2 (202 + 2)

These are the relativistic Lagrange equations for central motion in a two-
dimensional polar coordinate system. The non-relativistic form of them is
obtained by assuming v ~ 1 and making the transition ¢ — oo which leads to

GM

F=r6— 5
r

(4.304)

. 270
=— : . (4.305)
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These are exactly the non-relativistic equations of Newton theory.
For comparison we also investigate the equations of motion from x theory.
The x potential is given by

L? (1‘2 — 1) L2 22

U= T amr (4.306)

With the half latus rectum
L2
= EAG (1:307)
the non-relativistic Lagrangian
L

L = g = U (4.308)

is
2aMm L2 (22— 1 m(r292+f2)
oM CM 17 (@ —1) (4.309)

T 2mr2 2

which leads to the non-relativistic Lagrange equations with x correction:

22GM Lm? (2% — 1)
2 + m2r3
.. 270
jo 20 (4.311)
r

+ 76 (4.310)

’F:

The equation for 6 is unchanged. For x = 1 the non-relativistic equations are
obtained. For z < 1 a negative contribution of 1/73 is added to the radial
force component, leading to a precession of the ellipse in the direction of the
orbital motion which is observed for the planet Mercury.

Velocity Comparison

For a graphical examination of the results, we first will examine the graphs
of the velocities. As was shown by Eq.(4.180), the non-relativistic velocity is
given by

2

5 v
=— 4.312
b ey (1312)

where vy for an ellipse is given according to Eq.(4.184) by

2 1
2

=MG|--- 4.313
d=mc(2-1) (1313

with @ = a/(1 — €2) being the major axis. Solving Eq.(4.312) for v gives
2

2 UN
= —a. 4.314
v 1—11]2\[/02 (4.314)
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Figure 4.4: Newtonian and relativistic velocity ratio v/c.

By inserting (4.313) into (4.314), v and vy can be compared in their radial
dependence. The ratios v/c and vy /c are graphed in Fig. 4.4. All parameters
were set to unity. For r — 0, the classical velocity diverges to an infinite value.
For the relativistic velocity, this happens for vy = ¢ where we have vy =1
in the actual scaling. This behaviour motivates an alternative definition for v’
and v/ with reversed signs in the denominator:

12

2 v
T (4.316)
1+ v/c?

This effectively leads to an alternative relativistic velocity curve v/c which
approaches unity for r — 0 as expected (green curve in Fig. 4.4). Otherwise
the case v = cis reached at a much higher r value. However the non-relativistic
formula of the orbit has been used in (4.313) which may be a source of an error,
and the elliptic orbit is defined only in a restricted range of r.

It was shown in UFT 325 that the classical velocity in case of x theory
correction is

V2 = L? (a (224 1) + (2 1) $2> . (4.317)

T aZm? r
To make this comparable with Eq.(4.313), we replace L? by
L*=m’MGa (4.318)
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Figure 4.5: velocity ratio v/c for non-relativistic (Newtonian) and relativistic
case, and for two values of x theory.

and obtain
2 (((e-1) r+o<52 %+ a) GM' (4:319)
From (4.313) and (4.314) then follows
N (Gt ;4; 20) GM (4.320)
G (@-Dri20)eme .

((e2—=1)r+2a) GM +ac®r

With parameters set to € = 0.3, ¢ = 3, all other parameters unity, we can
compare all three velocity expressions. The results are graphed in Fig. 4.5 for
two values of x = 0.75 and # = 1.4. These are the velocities for a precessing
or non-precessing ellipse in the high-relativistic case up to v/¢ = 0.5. The
curves v(r)/c are plotted in the range [rmin, rmax] of an ellipse with o = 1.
It can be noticed that the relativistic curve (thick line) is not covered exactly
neither by = theory nor by Newton theory. The latter underestimates velocity
at perihelion. Using x = 0.75 (red line) fits the velocity of x theory near to
the aphelion but underestimates it at perihelion. Values for > 1 cannot
remedy this because the slope becomes too large. The true theoretical orbit
is that from the Lagrangian of special relativity, which is also the Lagrangian
of ECE 2 theory.

87



4.2. NUMERICAL ANALYSIS AND GRAPHICS

Numerical Solution of Relativistic Orbits and Control Parameters

The equations (4.302-4.303) have been solved numerically as for example in
UFT paper 239 (but we used 6 as the integration variable therein, while we
use the time in this work). The results r(¢) and 0(¢) can be combined in a
so-called scatter-plot in a polar coordinate system to obtain the orbit r(#). So
the orbit is not given by an analytical formula in this case but numerically by
"points”. The result is graphed in Fig. 4.6, showing directly the precession
of the ellipse. Orbital motion is in positive mathematical angular direction as
is the rotation of the elliptic orbit. This is in coincidence with astronomical
findings.

There is additional information that can be obtained from the solutions r(t)
and 6(t) and their derivatives. Important checks are the constants of motion:
relativistic angular momentum and energy. We validated that the relativis-
tic momentum is conserved as well as the relativistic energy (Hamiltonian).
Fig. 4.7 shows the ratio v/c which is minimal in aphelion as expected. The
same holds for the difference of the r component of force and the angular mo-
mentum between relativistic and non-relativistic calculation (Fig. 4.8). The
total energy is identical to the non-relativistic case at aphelion (Fig. 4.9).

We did the same numerical calculation for the potential of x theory. In
the Newtonian case (z = 1) the well known ellipses follow, for the x theory
the precessing ellipses, all numerically, and can be compared with the rela-
tivistic solution. It is a bit difficult to define comparable x factors for the
relativistic case because there is no analytically given orbit and both theories
show quantitatively different behaviour, see discussion of Fig. 4.5 above. The
initial conditions do not reflect expressions like € and «, one has to use r,
0, 7 and 0 primarily, where we pre-computed 6 from the same value of given
non-relativistic angular momentum in all cases. Fig. 4.10 shows the precessing
orbit for x = 0.98. The v/c ratio (Fig. 4.11) looks similar as for the relativistic
theory, The force difference changes signs in the orbit and the angular momen-
tum is the same as in the non-relativistic case, i.e. AL = 0. The difference of
total energy (Fig. 4.13) shows more variation than in the relativistic case.

The numerical calculations have shown that the solution of relativistic La-
grange equations is a parameter-free, first-principles method of solving the
relativistic Kepler problem. It will be difficult however to obtain orbital pre-
cession values for real planets because these effects are very small and require
very high numerical accuracy.

4.2.3 Relativistic Orbit Properties

We investigate some further parameters derived from the numerical solution
of the relativistic Lagrange equations (4.302, 4.303) and compare them with
the Newtonian solution from (4.304, 4.305). The orbital derivative is given by
(setting 6 = w):

dr dr dr dr dt T
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Figure 4.6: Orbit from relativistic theory.
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Figure 4.7: Ratio v/c from relativistic theory.
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Figure 4.8: Difference of force component F,. and angular momentum L be-
tween relativistic and Newton theory.
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Figure 4.9: Difference of total energy E between relativistic and Newton the-
ory.
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Figure 4.10: Orbit from non-relativistic x theory, x = 0.98.

vlc Ratio

0.25

02 |

015

005 |

01

015

02 L I 1 | I L 1 L
02 015 01 005 O 005 01 015 02 025

r

Figure 4.11: Ratio v/c¢ from non-relativistic = theory.
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Figure 4.12: Difference of force component F, and angular momentum L be-
tween x theory and Newton theory.
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Figure 4.13: Difference of total energy E between x theory and Newton theory.
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We obtain for the relativistic ratio of p/L:

p _ 7Ymvg _ Yo

L  ~ymr2w  wr?

(4.323)

with constituting equations

vo = VP2 + r2w?, (4.324)
v = Yy, (4.325)
1
7 V1-02/c
The numerical results are compared with the corresponding results of the non-
relativistic, Newtonian Lagrangian (4.307).

The relativistic and non-relativistic calculations started at § = 0 with the
same radius and initial angular velocity. Therefore the angular momenta were
not the same at the starting point. It is however not possible to use the
non-relativistic Ly in the relativistic equation because this is not a constant
of motion there. From Fig. 4.14 (orbits) it can be seen that the relativistic
orbit is significantly larger for identical initial conditions. This is a hint that it
makes no sense to use an equation for the non-relativistic orbit in a relativistic
context. The orbital derivative g—g is graphed in Fig. 4.15. Since the derivative
takes both signs, there are two overlapping elliptic curves in the polar plot
(negative values are represented by an angular shift of ).

The graph of 7 (Fig. 4.16) is a circle in the non-relativistic case which is
run through twice because of the symmetry with sign change for a full ellipse.
In the relativistic case the precession leads to a splitting of the circle which
can well be observed in the figure. The angular velocity (Fig. 4.17) remains
positive and shows the relativistic precessing behaviour as do nearly all other
curves.

Fig. 4.18 shows 7(#), this varies only between 1.00 and 1.03 for this partic-
ular orbit although the orbital precession (graphed in Fig. 4.14) is significant.
The ratio v/c (Fig. 4.19) is dominated by the angular velocity component of
v and therefore resembles w (Fig. 4.17). The ratio p/L (Fig. 4.20) looks also
very similar due to its dependence on v. There is always a bend in the curves
at the aphelion. The differences between Newtonian and relativistic results for
linear momentum, angular momentum and force have already been shown in
the preceding subsection.

It is of some interest to inspect the angular dependence of the orbital
precession described by Newtonian and relativistic theory. In Newtonian and
x theory, the orbit is

Tl(g)

(4.326)

[e%

= 4.327
1+ ecos(z0) ( )

(with z = 1 for the Newtonian case), while from the relativistic theory the
precession of 6 is not constant but a general function 6, (6):
ro(0) = —— % (4.328)
2T T Y ecos(61(0)) '
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The first problem is to find a meaningful method for comparing the Newtonian
and relativistic case since the maximum radius (as well as the effective e and

time dependence) are different. Therefore we used the orbital derivatives

d’l"l ’)”.1
4.329
d9 w1 ( )
and
d’l“g 7"2
—_— == 4.330
d9 w2 ( )

for the Newtonian (r1) and relativistic case (r2). Both curves are crossing zero
at perihelion and aphelion and have been normalized so that they look identical
except their dependence on angle 6, see Fig. 4.21. The horizontal difference
between both for a given ordinate value is a measure of the progression of
angular precession, see Fig. 4.21. The difference

dm o d’l"g

A = — f _— e —
0 92 01 or d91 d92

(4.331)

has also been plotted in Fig. 4.21. It can be seen that there is no linearly
growing Af as assumed in x theory. Within the first orbit round (0-27) the
difference becomes even negative just before 8 approaches 2. This is the most
realistic calculation of precession we have done in all papers so far.
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Figure 4.14: Orbit r(0).
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Figure 4.15: Orbit derivative dr/d#.
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Orbits and Orbit Diff(theta)
1 T T T T T

theta

Figure 4.21: Normalized dr/df for Newtonian and relativistic calculation, and
difference A6(6).

4.2.4 Correct Solution of the Einstein Integral

We investigate the counterpart of the orbital equation (4.276) in Einstein’s
obsolete theory. In Einsteinian theory (see UFT 327) the orbit §(u) with
u = 1/r has to be computed from solving the integral

/ L(] du
\/2m H + ku — 0 02 4 0 0 rou)

(4.332)

with non-relativistic angular momentum Lg, total energy H, kK = mMG and
”Schwarzschild radius” ryp. The term in the square root is a polynomial of
third order in u and can be written as

é(u ) — us) (1 — ug) (4.333)

where u; = 1/r1 etc. are characteristic inverse radii. The constants uq, ug, us
are defined by Eq.(4.332), and

1
E = u1 + ug + uz. (4334)

Einstein argued by the roots of Eq.(4.333). The physical range of u is between
two values of u where the denominator vanishes, i.e. one has to find the roots
of (4.333) to find the integration interval. In his terminology Einstein wrote
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the terms in the denominator in form of
(4.335)

and additionally omitted the cubic term. This seems to be arbitrary but
guarantees that only two roots exist which then are

u(172) o ZI:\/8AB2+OL2+OL
B 2B? '

(4.336)

The correct method, however, would be finding the roots of the cubic equation
(4.333). By computer algebra this is possible. Quite complicated solutions
follow from which two are complex-valued. This problem of the “true” solution
of (4.333) has never been addressed in literature.

With modern computer algebra, it is possible to solve Eq.(4.332) analyti-
cally. Writing it in the form

du
O(u) = 4.337
) /\/a(u—ul)(u—ug)(u—Ug,) ( )

leads to a solution which, after some simplifications, reads

O(u) = \/ﬁ F (asin (, / 12;“3) , ZZ’ = Zi) (4.338)

with the elliptic integral of first kind F(z,y). It has to be noted that this
integral is complex-valued. The real value has to be taken as physical value.

Having found this solution, the result can be plotted and computer graphics
gives an impression of the solution immediately. First we have graphed the
integrand of (4.337) as a function f(u) with parameters u; = 3, ugs =2, a =
0.1 from which follows ug = 5. Fig. 4.22 shows that the integrand has strong
infinite asymptotes as was already known from corresponding plots in UFT
papers 150 and 155. wu; and wus are the physical inverse radii, above uz an
unlimited unphysical range appears. The real part of solution (4.338) (Fig.
4.23) is dominated by the inverse sine function which is defined between u; and
ug correctly. The imaginary part pertains to an unphysical range. Choosing
parameters differently with u; < wg (not shown) gives similar results with
positive 8(u). We conclude that there is no multiplicity of solution for 6, i.e.
there is no room for any precession effects from this Einsteinian solution which
probably was analysed in these details for the first time.

The last example is an assessment of relativistic effects for a non-relativistic
elliptic orbit. The latter is given by

«

_ ) 4.339
"Tite cos(6) ( )
We assume that the half-right latitude « is affected by relativistic effects:

1
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for a non-relativistic ag. Using the well-known solution

2 1
2
=|-—--| MG 4.341
d=(2-3) (1341
and inserting this into (4.339), we obtain an equation for the orbit r(6) with
relativistic correction:

(2aecos () +2a) MG+ aagc?

= . 4.342
" (ecos(0)+1) MG+ ac?ecos(0) + ac? (4.342)

The graph (Fig. 4.24) shows what is to be expected from (4.340): the effective
alpha is enlarged by relativistic effects (here obtained by varying ¢ and keeping
all other parameters to unity). The enlargement is not constant, but there is
no crossing of the curves, that means that the constants of motion are different.
This is plausible because the angular momentum L is increased by the gamma
factor. A smaller ¢ here means stronger relativistic effects.

70 T T T T T T

60 | i

50 | J

40 } ]

30 E

integrand f(u)

2 | E

10 | u L .

0 L L L L L
0 1 2 3 4 5 6 7

Figure 4.22: Integrand of Einstein integral in form of Eq. (4.337).

4.2.5 Quantization of the Free Particle

The relativistic Schroedinger equation for a free particle is according to UFT 326
(note 4):
P2

H=H-mcd=—"—
' T i)

(4.343)
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0 T T
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Figure 4.23: Analytical solution (4.338) of the Einstein integral.

1.5 T T T

c=100

r(theta)

07 1 1 1 1 1 1
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theta

Figure 4.24: Radius function r(6) for different cases of relativistic effects,
characterized by c.
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with relativistic momentum

D =7Ppo="7mug (4.344)
and ~ factor

1
T ——— (4.345)
1- m200

2

Inserting p and v into (4.343) gives a relation between Hy, pg and v, i.e. the
relativistic energy can be set in relation with the non-relativistic momentum
and the frame velocity. From (4.343) follows

2
1
Po = +1| Hy (4.346)

_ _po? Po?
m<1 m2c2) 17m2c2

This equation can be resolved for pg by computer algebra, giving intermedi-
ately an equation of eighth order for py with three solutions for p?:

P2 =0, (4.347)
m2c2 Hy (Hy — 2m c?
2= ( : ) (4.348)
(Hy — mc?)
2 2H H 2 2
2= ¢ 1 1+2mc). (4.349)
(H1 + ch)

It can be seen that in the approximation H; < mc? the third solution ap-
proaches the non-relativistic case

p2
=2 — H. (4.350)
2m

Alternatively, the two non-trivial equations (4.348, 4.349) can be resolved
for Hy, resulting in two solutions

—mc?pt £ m2c \/m2c? — p¢ + m3c

Hy =

4.351
pg— m*c? (4351

This is the relativistic free particle energy, written in terms of pg.
The relativistic de Broglie wave number was derived in UFT 326, note 6:

2 (%)2 <1_<1p)2 _ 1) . (4.352)

mc

With pg = m vy the dependence of k on vy can be graphed and compared with
the non-relativistic

K2 = (mh”(’)z. (4.353)
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In Fig. 4.25 both curves are presented with all constants set to unity. It can
well be seen that the relativistic x approaches the non-relativistic, linear curve
for low velocities but diverges for vy — c.
The de Broglie frequency for free particles was given by Eq. (30) of
UFT 326:
1 mc

= - 4.354
w nc+h7(c+v0) ( )

Inverting this equation for vy gives the result:

c (hw*mc2 fhcn) (hw+m02 fhcn)

R (w2 —2ckw+ 2 kK?)+m?c?

(4.355)

Vg =

Its dependence on x and w has been graphed in a 3D plot (Fig. 4.26). There
is a range of negative velocities at the borders which is unphysical. The range
is further confined by Eq. (4.352).

kappa' rel.
kappa non-rel.
4 }F i
3} 4
]
o
o
v
-
2 b i
1}
0 1 1 1 1
0 0.2 0.4 0.6 0.8 1

vO/c

Figure 4.25: Free particle de Broglie wave number x in dependence of vy/c.
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Figure 4.26: Free particle velocity vg in dependence of x and w.
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Chapter 5

New Spectroscopies

5.1 General Theory

The ECE2 unified field theory can be used to develop new types of spec-
troscopy of general utility, for example electron spin resonance (ESR) and
nuclear magnetic resonance (NMR). Novel resonance terms can be developed
and expressed in terms of the W potential of ECE 2 theory. This has the same
units as the A potential of the standard model. The new types of ESR and
NMR emerge from the hamiltonian of ECE 2, which can be deduced using its
covariance properties explained in previous chapters:

H = (p°*+ m2c4)1/2 +U. (5.1)

Here U is the potential energy, p the relativistic momentum, m the particle
mass, and ¢ the vacuum speed of light regarded as a universal constant. In the
H atom, the potential energy between the electron and proton is the Coulomb
potential:

2

U= (5.2)

dmeqr

where e is the charge on the proton and ¢y is the vacuum permittivity in
S.I. Units. Here r is the distance between the electron and proton in the H
atom. The hamiltonian (5.1) can be rewritten as:

p2

Hy=H-mé®=—"—
0 m(1+7)

+U (5.3)
in which the Lorentz factor is:

2 —1/2
_ 0

where pg is the non relativistic momentum defined by:

pi =2m (Hy —U). (5.5)
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The relativistic momentum is defined by:

P = 7Po (5.6)

and quantization takes place through the relativistic momentum:

—ihVY = ptp (5.7)

where ¢ is the relevant wave function of the hydrogen atom. Therefore the
relativistic quantum mechanical wave equation is constructed from Eq. (5.3),
in which either the operator or classical function can always be used. Using
the operator in the numerator and the classical function in the denominator
produces the following relativistic quantum mechanical equation:

(Ho) = —h? 2/¢*V12ﬁ7 /w Us dr (5.8)
in which:
Po = mvop. (5.9)

In a first approximation:

2 -1/2 2
Po 1 p§
<1 5 2) ~1+4+ = (5.10)

m=c

so the energy levels from Eq. (5.8) become:

*V2) d
<H0>:—h202/ VIV Ydr +/¢*U1/)d7-. (5.11)
()
2m?2c2
In the limit:
Hy — U < mc? (5.12)

Eq. (5.11) reduces to the well known hydrogen atom energy levels of the Schro-
dinger equation:
—me?

o (5.13)

(Hp) ———/w*v2¢dr+/w Uy dr =

Using:

Ho—-U\' 1 Ho—-U\' 1 Hy—U
2 ——(1 ~=(1- 5.14
( T e > 2 ( T e > 2 2mc? (5.14)

and for:

Hy — U < 2mc> (5.15)
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Eq. (5.11) reduces to:

—me4

327’(’262 h2n?2

h2 *v72
(Ho) = b [V (Ho - V) w)dr, (5.16)
There is a novel shift in the energy levels of the H atom which is different for
each principal quantum number n.
Now use the fact that the classical hamiltonian defined by:

—me4

H=——+—+—
0 32m2e2h2n?

(5.17)

is a constant of motion. Therefore:

/w V2 (Uy) dr

—me4

H,
(Ho) = 32m2e3hPn? 4m262

4 s /w*vzwdr (5.18)

In the first approximation, Eq. (5.17) can be used for Hy on the right hand
side, so

—met h? N
(Ho) = 32m2e2h?n? <1 + 4m?2c? /d} v wdT>

h2
- [V 0 dr

and details of this calculation are given in Note 329(3) on www.aias.us. The
usual Dirac approximation:

(5.19)

H ~ E ~md?, (5.20)
U< E~mc (5.21)
leads to:
—me* 2(
<H0> 397m2¢ 2h2n2 - 4m202 /¢ \% U’lr/)) (522)

and misses the following term:

(Hy), = / WV d (5.23)
017 39r2e2n2n? 4m?c2 T '

The energy levels in this term can be evaluated by assuming in the first approx-
imation that wave functions are those from the Schrodinger equation. Code
libraries can be used to develop a more accurate approximation.

As shown in detail in Note 329(4) the new hamiltonian in the SU(2) basis

is:

Hy = — 2 20' pHoo p (5.24)
and leads to the energy level shifts:
h?Hy
Hy = ey 2V . (5.25)
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The effect of an external magnetic field can be described by the minimal pre-
scription, using the W potential of ECE 2 theory introduced in chapter three.
The hamiltonian (5.24) in the presence of a magnetic field becomes:

Hy
Hy = 220 (p—eW)o - (p—eW) (5.26)

which quantizes to:

Hy
4m?2c?

Hotp = (=h*V? + W? +ihe (V- W+ W - V)) o (5.27)

giving many effects as described in UFT 250 and UFT 252 and their back-
ground notes. As shown in detail in Note 329(5) on www.aias.us the quanti-
zation scheme that leads to new types of ESR and NMR is:

Mo o (ihV — eW)o - (p— W) (5.28)

Hoip = ——0_
o1y 4m2c

where p is the relativistic momentum. As shown in Note 329(6) the hamilto-
nian of relevance is:

iehH()

Using the Pauli algebra:
0 Vo W=V - W+ioc - VxW (5.30)

its real and physical part is:

€FLH()

Re (Hesnt) = g2:3

o-By (5.31)
where:
B=VxW (5.32)

is the magnetic flux density. Using Eq. (5.17) in the first approximation the
new ESR aand NMR hamiltonian is:
_eb

Re (H =——————0-B. 5.33
(e (Hpsr)) 128%26%ﬁm02n20 ( )

The minimal prescription for the energy momentum four vector is defined
by:

pH — pt — eWH (5.34)
where:
W = (¢pw,cW) (5.35)

108



CHAPTER 5. NEW SPECTROSCOPIES

and the magnetic flux density is defined by the spin curvature vector as in
UFT 317. Therefore as shown in detail in Note 329(7) the new hamiltonian is
defined by:

ehHoW ()
4m?2c2

The energy levels of the new ESR terms are computed and graphed later
in this chapter.

New types of hyperfine spin orbit interaction can also be inferred by remov-
ing the restrictive Dirac approximation (5.20). These new methods result in a
severe test of the basics of relativistic, because they lead to a new type of hy-
perfine splitting superimposed on the fine structure of spin orbit spectroscopy.
If these new details are not observed, then the foundations of relativistic quan-
tum mechanics are challenged.

The new hamiltonian term obtained by lifting the restrictive Dirac approx-
imation is:

Re (Hgsr) ¢ = o - R(spin)t. (5.36)

Hy

Hopp=—-0-p

in the SU(2) basis, where p is the relativistic momentum. In the presence of
a magnetic field:

Hpy = —0 - (p—eW) ﬁa -(p—eW) (5.38)

4m2c2?

where the hamiltonian Hj is quantized with the ususal Schrédinger equation:
h2

Hoo = (~5 V40 ) (5.39)
2m

In the H atom the hydrogenic wavefunctions of Eq. (5.39) are well known
analytically.

For comparison the usual Dirac approximation leads to the well known spin
orbit term:

U
Hpp =0 (p—eW) i (p—eW) (5.40)

in which the following relativistic quantization is used, the subscript r denoting
this fact:

P = ih0 4. (5.41)
The relativistic four momentum is:

= <?P> (5.42)

and by definition the four derivative is:

10
S — _
9 (C 5 V> (5.43)
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The energy momentum four vector (5.42) is defined by the relativistic energy
and momentum:

E = ymc?, (5.44)
P = YPo = YmVo. (5.45)
Eq. (5.37) can therefore be quantized to:
Hy
HOlwr =iho - V4 2 20' Pibr (546)

in which the Dirac approximation (5.20) is no longer used. In ECE theory
[2]- [13] the Dirac equation was developed into the fermion equation, which
removes negative energy levels and the need for the unobservable and non
Baconian Dirac sea. In Eq. (5.46), the true relativistic wave functions can be
approximated by the non relativistic Schrodinger wave functions in the first
approximation, justified by the fact that spin orbit splitting in the H atom is
a small effect. There are two types of hamiltonian possible:

ih
Houw— a2 H()’(QO' Vo- p (547)
and
thH,
Hoiop = 2020 po Vi (5.48)

because Hy is a constant of motion. Using Pauli algebra produces:
o-po-VYy=p-Viy+io- -px V. (5.49)
Therefore the real and physical parts are:

h

Re (H011¢) 4 2 2H0'IZJO' V x | (550)
and
hH,
Re (Houzt)) =~ 2020 p x V. (5.51)

Using the minimal prescription with the W potential of ECE 2 theory pro-
duces:

p—p—eW (5.52)
giving rise to new spectral structure in the presence of a magnetic flux density
B:

ehHo 6hH0
Hggry = 22 V x W— 221pO'~B (5.53)

whose energy levels are:

(Hisw) = ong (Ho)o - B (5.54)
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where for the H atom:

e4m

Hp) = ——<
(Ho) 32m2e2h2n?

(5.55)

This is the same result as Eq. (8) of Note 329(6) on www.aias.us producing
a rigorous check for self consistency. The expectation value of Eq. (5.55) can
be expressed as:

(Ho) = —% ( - ) ! (5.56)

rp) n?
where rp is the Bohr radius and « is the fine structure constant. The conven-
tional ESR hamiltonian is:

<HESRO> = —%0' -B (557)
so the magnitude of this new type of fine structure is:

(Hrsr) :i (n?c) <:;) % (Hesro)

1.33128 x 1075
-

(5.58)

< ESRO>

in the H atom. This is within range of ESR and NMR spectrometers, and if
found would be very useful in analytical laboratories. In the H atom it depends
on the principal quantum number n, but in general in atoms and molecules
it would produce a rich and new spectral structure. If this structure is not
found, a fundamental challenge to relativistic quantum mechanics will have
been discovered.

Two more new types of spectra can be inferred using:

2v72 2
How = (_ hzz N 4;07”2) (5.59)
and:
Hy12¢ = io' -V (Hp)o -p (5.60)
4dm?2c?
to give:
H0121/):ﬁziﬁ,)a~ra-pw—£?;a-V(V2w)a~p. (5.61)
The first part of this expression gives the conventional spin orbit term:
ReHg ) = 62750' Ly (5.62)
16megm?2c2r3
where the relativistic orbital angular momentum is:
L=rxp. (5.63)
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This is related to the non relativistic angular momentum Lg by:

Additional and new types of fine structure appear from Eq. (5.62). These
should be looked for experimentally. If found, they give new types of spec-
troscopy, if not found, this new theory challenges relativistic quantum theory,
because the latter would have been shown to be restrictive and empirical rather
than a true theory.

In addition there is a second new term from Eq. (5.61):

eh?

Reblop = —5 55

oV (V) x p. (5.65)
In the presence of a magnetic field this term gives:

eh?

2
whose energy levels are:
(Hs) = L /w*v (V) dr x W (5.67)
3) = 8m3620 T . .

These levels should also be looked for spectroscopically, and if found they
would provide useful new structure. If not found, relativistic quantum theory
is challenged in another way.

As shown in Note 330(7) on www.aias.us the Dirac approximation (5.20)
gives:

eh 1
<R€H501> = W <’r3> O - 1Mjpqg (568)

where mj,q is the induced magnetic dipole moment proportional to the B
Field [2]- [13]. In the H atom it is well known that:

1 1
<7’3>: ryL(L+ 1) (L+1)n? (5.69)

where L is the angular momentum quantum number, and n the principal
quantum number. In more complex atoms and molecules the expectation
value has a much richer structure. This should also be present in ESR, NMR
and MRI. As in Note 330(7) there is also a conventional type two hamiltonian:

e3h 1
Ho)=—"__(-Vs.B. .
(Hioa) 16megm?2c? <r> 7 (5.70)
In H:
. etm
(U)= [ y"Uypdr = ~Tonzann (5.71)
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so the energy levels are:

e’ c-B
Hypo) = 5.72
(Hso2) 4me? (16m2e2hic?) n? (5:72)

and should also be observable. If not, then the basics of the standard model
relativistic quantum theory are challenged in yet another way.

The various energy levels from these calculations are computed and tabu-
lated later in this chapter.

As described in UFT 331 a new type of Zeeman spectroscopy can be inferred
by using the correctly relativistic momentum in the kinetic energy term of the
ECE fermion equation. The Lorentz factor is calculated without using the
Dirac approximation, which effectively reduces the relativistic momentum to
the classical momentum. Quantization shows that the Zeeman effect develops
an intricate new structure if correctly calculated in this way. This structure
is exemplified with the visible 2d to 3p line of the H atom, and the infra red
4p to 5d line. The former is split into nine lines, and the latter into forty
five lines, all of which should be looked for spectroscopically. If they exist, a
very useful new structure would have been found, if not, relativistic quantum
theory is essentially refuted, despite its apparent successes.

The usual theory of the Zeeman effect [2]- [13] is based on the classical
hamiltonian:

Hy=T+U (5.73)
in which the classical kinetic energy is:
2
Py
T=—. 5.74
o (5.74)

The influence of an external magnetic flux density B can be calculated using
the ECE 2 W potential in the minimal prescription:

Po — po — eW. (5.75)
Non relativistic quantization produces Schrodinger’s rule:
pPoY = —ihVy (5.76)

where 1 is the non relativistic wave function. As shown in detail in Note
331(1) on www.aias.us the non relativistic theory contains a term:

H =-SW . pg (5.77)
m
in which the vector potential of a static magnetic field is defined as:
1
W = §B X r (5.78)
so the term (5.77) becomes:

e e e
H1:_%er'pOZ—%B'rXpoz_%B'LO (579)
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where the non relativistic angular momentum is:
LQ =T X Po. (580)

As shown already in this chapter, the classical hamiltonian (5.73) is the limit
of the relativistic hamiltonian:

) P2 »? <ﬁ0> -U
Hy=H— =———4U~——|1—- | —Y——— U (5.81
0 me (I+~)m + 2m 2me? +U (5:81)
so the non relativistic hamiltonian may be written as
»?
Hy=H-mc*~—+U—--- (5.82)
2m

in which p is the relativistic momentum and in which the Lorentz factor is
defined by the non relativistic momentum:

N = (1— % )1/2. (5.83)

m2c?

The relativistic hamiltonian governing the Zeeman effect is defined and
developed in Note 331(5) on www.aias.us and is:

e i\ e 1 pj
le—% (1m202> Lo'BN*% (1+2m202>L0'B (5.84)
when:
po K me. (5.85)

The relativistic hamiltonian may be quantized using:

2
T —— <1+1 Po >B~f,0¢ (5.86)

2m 2 m2c?

in which Ly is an operator and p3 is a function. Now align the magnetic field
in Z to produce:

Hyy = -2 (1 + L 26 ) Bz Loz (5.87)
2m 2 m?2c?
where:
Loz = hmpip (5.88)
with:
mp = —L,.... L. (5.89)
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Here, h is the reduced Planck constant, L is the orbital angular momentum
quantum number, and my, is the azimuthal quantum number. The observable
energy levels are given by the expectation value:

- eh 1 p?
i = <H1> ~ T om (1 * 2m202> me (5.90)
in which:
2 A2
Py Py
= . 91
2m <2m> (5:91)

Therefore the energy levels are:

eh 1 i
Ho=— (14— (20
! om' L ( + me? <2m>>

(5.92)

In a more rigorous development ) must be the relativistic wave function.

To illustrate the new Zeeman spectroscopy consider atomic H, and in an
approximation use the non realtivistic hydrogenic wavefunctions. In this ap-
proximation:

2 4
5\ me
<2m> - 327726(2)712712 (5.93)

so the hamiltonian of the relativistic Zeeman effect is:

eh et
H =— 1+ —555—5 |- 94
L= 9, < * 327T2€(2)h262n2) (5.94)

Here ¢ is the S.I. vacuum permittivity, ¢ is the vacuum speed of light, and n
is the principal quantum number. The result (5.94) can be expressed as:

eh 1/ A\ «
H = —— 1+-(— ) —= 5.95
! QmmL( +2(7"B> n2> ( )
in which the Compton wavelength is:
h _13
Ac= — =3.861591 x 10™ " m (5.96)
me
the Bohr radius is:

dmeoh?
rp =

=5.29177 x 107" m (5.97)
me?2

and the fine structure constant is:

2

= = 0.007297351. 5.98
@ 4drheey ( )
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So the relativistic Zeeman effect hamiltonian is:

= (5.99)

eh 2.662567 x 1075
H, = <H1> = —%mLBZ <1 + )

and is added to the energy levels of the H atom.
In the first approximation use the non relativistic hydrogenic energy levels:

4

By = ‘%- (5.100)
The usual non relativistic Zeeman effect is therefore:

Ey=E - %mLBZ (5.101)
and the new and correctly relativistic Zeeman effect is:

Ey = Ey — %mLBZ (1 + W) . (5.102)
The selection rules are:

AL =+1 (5.103)
and:

Amy =0, +£1. (5.104)
For an absorption:

AL =1. (5.105)

The selection rule (5.104) means that Amy, is zero for linear polarization [2]-
[13], 1 for left circularly polarized radiation, and —1 for right circularly polar-
ized radiation.

Now consider the H alpha line of H in the Balmer series. This is the 2p to
3d transition and occurs at 15,241.4cm ™! in the red part of the visible. The
Grotian diagram of possible transitions is defined as follows. For left circular
polarization (Amp = 1):

2p(n=2,L=1,m,=0)—=3d(n=3,L=2,m; =1)
2p(n=2,L=1,mp=1)—>3d(n=3, L =2, mg =2) (5.106)
2p(n=2,L=1,m,=-1) —-3d(n=3,L=2,m; =0).

For linear polarization (Amyz = 0):
2p(n=2,L=1,my=0)—3d(n=3,L=2,mg =0)
2p(n=2,L=1,mp=1)—=3d(n=3,L=2,m; =1) (5.107)
2p(n=2,L=1,mp=-1)—=3d(n=3,L=2, mp =-1).
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For right circular polarization (Amyp = —1):

2p(n=2,L=1,m,=0)—=3d(n=3, L=2, mp =-1)
2p(n=2,L=1,mr=1)—3d(n=3,L=2,mg =0) (5.108)
2p(n=2,L=1,mp=-1)—>3d(n=3,L =2, mp =-2).

Using these rules in the usual non relativistic Zeeman hamiltonian (5.101)
produces three absorption lines:

Amy =—1,0,1 (5.109)

illustrated later in this chapter. Each of these lines are made up of triply
degenerate transitions occurring with the same energy. So the usual non rela-
tivistic Zeeeman spectrum consists of three lines, one at the original frequency,
one at a higher and one at a lower frequency, symmetrically arranged.

This is the well known Zeeman effect.

However the new and correctly relativistic hamiltonian (5.102) produces a
hitherto unknown spectrum of nine lines illustrated later in this chapter, be-
cause relativistic effects lift the triple degeneracy of the non relativistic theory.
In the relativistic theory there is a symmetric central grouping and two asym-
metric groupings which are mirror images of each other. The relativistic effects
are small, but within range of contemporary high resolution spectroscopy and
should be looked for experimentally.

Note 331(7) illustrates the relativistic splittings in the n = 4 ton =5
transition of atomic hydrogen at 2,469.1cm™! in the infra red. There are
seventeen degenerate transitions as follows for Amjy = 1:

1) 4s—=>5p(n=4,L=0,m,=0—>n=5L=1m;=1)

2) 4p—5s(n=4,L=1,mr=-1—-n=5 L=0,mg=0)
x¥3) 4dp—=5bd(n=4,L=1,mp=-1—n=5L=2 mp=0)
x4) 4dp—>5d(n=4,L=1,mp=0—-n=5 L=2,my=1)
5) dp5d(n=4,L=1,mr=1—-n=5 L=2 mp=2)
*¥6) 4d —=5f(n=4,L=2,mp=-2—>n=5,L=3 my=-1)
*7) 4d —-5f(n=4,L=2,m,=—-1—-n=>5L=3,my=0)
*¥8) 4d —-5f(n=4,L=2,mp=0—->n=5 L=3,my,=1)
x9) 4d —>59g(n=4,L=2mp=1—n=5 L=3, my=2) (5.110)
x¥10) 4d—=59(n=4,L=2,my=2—->n=5L=3, my =3)
x11) 4f =-5g(n=4,L=3, mr=-3—>n=5L=4 mp =-2)
x12) 4f >59g(n=4,L=3,mp=-2—>n=5 L=4,m;,=-1)
x13) 4f - 59g(n=4,L=3,mp=-1—=>n=5 L=4,my=0)
x14) 4f =>59g(n=4,L=3,mr=0—-n=5L=4,m;,=1)
x15) 4f =-5g(n=4,L=3, mr=1—-n=>5 L=4,my=2)
x16) 4f -5g(n=4,L=3,mp=2—-n=>5 L=4,my=23)
x17) 4f -59g(n=4,L=3,mp=3—>n=5L=4mp=4).
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5.1. GENERAL THEORY

For absorption (AL = 1) there are fifteen degenerate transitions marked with
an asterisk. Therefore the non relativistic hamiltonian (5.101) produces three
Zeeman lines, each of which are fifteen fold degenerate. The correctly relativis-
tic hamiltonian (5.111) produces forty five lines in three groupings of fifteen
lines as illustrated later in this chapter. These should be looked for with high
resolution spectroscopy.

In general for an n to n + 1 absorption of atomic H there are 3n? — 1
absorption lines in the new relativistic Zeeman effect. So for example, for the
n = 13 to n = 14 transition that occurs at 81.52 cm ™! in the far infra red, there
are 804 lines in three groupings of 268 lines each. For atoms and molecules
more complicated than atomic H, a very rich new spectroscopy emerges from
the relativistic Zeeman effect.

In many cases what is observed experimentally is the anomalous Zeeman
effect [2]- [13] and well known Landé factor. A correctly relativistic treatment
of the anomalous Zeeman effect again produces rich spectral detail which can
be looked for experimentally. All of this detail is the result of using ECE 2
covariance and the W potential, so in ECE 2 relativity it is due to the spin
curvature of spacetime. Consider the relativistic ECE 2 hamiltonian:

E? = p*c? + m?c? (5.111)
from which the following hamiltonian may be defined for convenience:
H=FE+U, (5.112)

Hy = H — mc?. (5.113)
As shown in detail in Note 332(1), Eq. (5.112) may be written as:

2
Ho — LU 5.114
T m (1+7) ( )
where the Lorentz factor is defined in Eq. (5.83). In the usual Dirac approxi-

mation:

2.2 2.2
pc pc
H=—"——-+4+U~—"——-+4U 5.115
0 H—U—&-ch+ mc2—U+m02+ ( )
so:
2 .2 2
pc 4 U
H~—Fr—+U~— |14+ —— U. 5.116
O oamee —U + 2m ( * 2m202) * ( )
Therefore Dirac assumed that:
E=ymc®*=H U ~mc* - U (5.117)
i.e. that the Lorentz factor can be approximated by:
U
~1l——. 5.118
gl 3 (5.118)
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However, the correct Lorentz factor is Eq. (5.83). In the limit:
v < ¢ (5.119)

the correct Lorentz factor can be approximated by:

2

1 pp

~14+ = . 12

7 + 2 m?2c? (5.120)
Comparing Egs. (5.118) and (5.120):

2
Po
— =-U 5.121
2m ( )

which means that the classical hamiltonian vanishes in the Dirac approxima-
tion.

Despite its uncritical use for almost ninety years, the Dirac approximation
is therefore highly restrictive, and as shown already in this chapter loses a
great deal of hyperfine structure of great potential utility. The usual Dirac
approximation leads to:

2
P
Hy=H —mc®=*—
0 me 2m+4ch2

PP+ U (5.122)

and produces the well known spin orbit hamiltonian:

he?

Rellsotp = - 167r60m2(:27“3a .

L (5.123)

in which L is the relativistic angular momentum:
L =~Lg (5.124)

as mentioned already in this chapter. Now use the well known spin angular
momentum operator:
-~ h
S=_-¢6 (5.125)
2
where & is the Pauli matrix operator.
As in note 332(1) the expectation value of the relativistic hamiltonian
(5.114) is

e _ —e? JWJ+1)—~L(L+1)-S(S+1)
= T ( rgndL (L +3) (L+1) ) (5.126)

(145 (o)

in which:
1/ p? 1A\ o 2662567 x 107°
= (=) =" 5.127
me? <2m> 2 (rB) n? n? ( )
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5.1. GENERAL THEORY

The new hyperfine structure depends on the way in which the rigorous hamil-
tonian (5.114) is developed. This is a new inference that affects the whole of
relativistic quantum theory because it means that the latter is not rigorously
logical and objective. Different choices for operators and functions produce
different spectra. Using:

p? = 422 (5.128)

the hamiltonian (5.114) can be written as:

2 2

B Po
Hy = ELR 8 5.129
0 (1+7) om (5-129)

In the SU(2) basis, as detailed in Note 332(2) on www.aias.us, it can be
written in three ways:

2

1 Y
Hy=—0o- . U 5.130
0 mO' p01+70' Po + ( )
Y
Hy=—0o- . U 5.131
0 mO' p01+70' Po + ( )
o= (2 o poo-po+U (5.132)
o—m 14+ Po Po .

which give rise to three different patterns of hyperfine structure. This means
that the foundations of relativistic quantum mechanics are incompletely de-
fined. This was noted by Einstein for example, who thought that quantum
mechanics is a transition to a more complete theory.

As shown in Note 332(2) on www.aias.us:

2 2
2ol U 1 (Ho 13
—t 1—7 — - '1
1+’y'2< 2m02+m62(2 T om (5.13)

where

1 /X «

Hy 1 /X «

so if the relativistic quantized hamiltonian is chosen to be:

and:

2

Hyy = (Tlna-po 0'~p0—|—U> ) (5.136)

g
1+~
it can be developed as in Note 332(2) as:

2 2
po ]. H() pO 1
Hyyp="2(1+—(—=—+% s ) (5.1
o¥ m( +mc2 < 2 + 2m>>w am2e2? poU o -poip. (5.137)
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The second term on the right hand side of this equation gives the usual spin
orbit fine structure of the Dirac approximation, and the first term gives a
hitherto unknown hyperfine structure.

Note 332(3) gives the transition rules needed and later on this chapter a
table of shifts is given. These can be looked for experimentally. The transition
rules for spin orbit fine structure are:

AJ=0,£1, J=0-»J=0 (5.138)
with:

my=—J,...,J (5.139)
and:

Amy =0,=£1. (5.140)

The usual spin orbit energy levels are:

—e? 1)-L(L+1)- 1
E. — e J(J+1) ( +1) S(S+1) (5.141)
16megm?2c? rindL (L+3) (L +1)
but the correct levels according to the choice (5.130) are:
2.662567 x 107°
Euo1 = Euo (1 + f) . (5.142)
n

A table of shifts due to this correction is given later on in this chapter. In
the presence of a magnetic field a very richly structured hyperfine spectrum is
obtained as follows:

h
Euup = Eaot — ——gymy By, (5.143)
2m

where g is the well known [2]- [13] Landé factor:

JI+D+8(S+1) ~L(L+1)

2J (J +1) (5.144)

gj = 1 +
Note 332(4) gives further details of the evaluation of the hamiltonian (5.137)
and Note 332(5) develops the hamiltonian in the presence of a magnetic field,
giving details of how the Landé factor is derived. It is shown in Note 332(5)
that the correct hamiltonian of the anomalous Zeeman effects is:

2
<HAZE>:_$ <1—i:\;’§;> —%g.]mJBZ. (5145)
The H alpha line of atomic hydrogen for example is split into six lines by
the anomalous Zeeman effect, the three lines of the normal Zeeman effect
being further split into three pairs. The rigorously correct hamiltonian (5.145)
produces hitherto unknown hyperfine shifts of the anomalous Zeeman effect
as discussed later in this chapter.
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5.1. GENERAL THEORY

In UFT 333 it is shown that the ECE 2 hamiltonian can be quantized using
at least four different classification schemes, each leading to different spectral
results. The method used by Dirac is a subjective choice of approximation.
The schemes in UFT 333 are illustrated with rigorous quantization of the class
one hamiltonian. If the spectral detail predicted by the class one hamiltonian is
not observed, there would be a major crisis in physics, because the philosophy
of the Dirac equation would have been refuted. The ECE 2 hamiltonian is
mathematically the same as the one used to produce relativistic quantum
mechanics in the SU(2) basis. For over ninety years it has been thought that
the procedure used by Dirac is rigorous and foundational, because it appeared
to produce so many well known data, but in this chapter it is shown that it
depends on a subjective choice of approximation and choice of quantization
procedure. In the following it is shown that different spectral detail emerges
from a given choice of quantization.

Classification schemes can be constructed and exemplified by the following
four types of SU(2) hamiltonian:

1 72
Hy=—0o- . U 5.146
0 mU pol_i_wo' Po + ( )
Y Y
Hy=—0o- . U 5.147
0= "0 P01+70 Po + ( )
A2
Hy=—0o- . U 5.148
0 mU pol-i—vo- Po + ( )
Ho= 2 oo poo potU (5.149)
0—m1+7 Po Po . .

For all four schemes the classical relativistic hamiltonian is:
H=FE+U (5.150)

where F is the relativistic total energy:

E =vmc® = (p* + m2c4)1/2 . (5.151)

It follows that:
2 *p?

Hy=H —mc* = erU. (5.152)
The Dirac approximation is discussed earlier in this chapter, and is:

H = mc? (5.153)
which gives the unphysical result:

Hy=0. (5.154)

The result (5.154) does not seem to have been realized clearly but it leads to
the famous result:
2p?

Hy=——°"—
O omez — U

+U (5.155)
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which describes spectral fine structure, the Thomas factor, and the Landé
factor, and which inferred ESR, and later NMR and MRI.
Using:

P2 =2m(Hy—U) (5.156)

it follows that:

-1
2 2(Ho—U 2(Hy — U)\"?
(1o 2O (4 2H—U) . (5.157)
147~ mc? mc?
In the H atom, using the non relativistic, hydrogenic, wave functions in the
first approximation:

(U = —2(Hy) = —me? (%)2 (5.158)

as described in detail in Note 333(4). Quantization takes place by using:
—ihVip = poyp (5.159)

for the first pg in Eq. (5.146) and by using the function for the second py.
This procedure has no theoretical justification, it is a subjective choice made
in order to produce experimental data. In this sense, the theory is empiricism,
despite its scientific fame. The procedure gives:

o — - (1_2<H02U>
m mc
(5.160)
mc?

B 172\ ~1
+<1_2(Ho U)> ) o poth | + U

Using computer algebra it is found that:

2
_ _Py _ _Py
1 m2 C2 + (1 m2 02

s \—1/2
2 2+ - mp2002 2
v (7 ) S ( ( ) c 2 (5.161)

147 . )1/2)2 Amegm2c2 13

using the Coulomb potential between the electron and proton of the H atom:

2

e
U=- . 5.162
dmegr ( )
Defining;:
2 \—1/2
2+ (1- 2 )
A (5.163)
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it is found that:

ie2hA
HyYp=————-—0- . Ui. 5.164
oY dmegm?c3r3 o TPy +UY ( )

Using the Pauli algebra:
O ToO -Py=T-Pg+ir X pg (5.165)

and the non relativistic angular momentum:

L=rXxpg (5.166)
it is found that
e’hA o-L
(Hso) pE—— < = > (5.167)

This result is described as having been obtained from the class one hamiltonian.
Eq. (5.167) reduces to the result obtained by Dirac in the limit:

v =1 (5.168)

If pp and A are regarded as functions in Eq. (5.164), the fine structure
obtained by Dirac is shifted as described later in this chapter. If pg is very
large, the shift becomes very large and should be experimentally observable.
If it is not observed the foundations of relativistic quantum mechanics are
challenged.

If the expectation value

< p3 > 1 (a)2 _ 2.662567 x 107°

m2c? n?

2

. (5.169)

is used an entirely different spectrum emerges from the same starting equation
(5.146). The energy levels of this spectrum are:

B = (H) e?hA <0~L>

- 4megm2c? r3
5.170
! J(WJ+1)—L(L+1)—-S(S+1) ( )
~ 16megm?2c? rindL (L+ %) (L+1)

in which the total angular momentum quantum number is defined by the
Clebsch Gordan series:

J=L+S8L+S—1,.. |L-S5 (5.171)

where L is the orbital angular momentum quantum number and in which S
is the spin angular momentum quantum number. In Eq. (5.170), A is defined
by the expectation values:

) —1/2
A= 2+ (1 (o) . (5.172)
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The selection rules for such a spectrum are:
AJ =0,+£1, (5.173)
Amy =0,=£1. (5.174)
Recall that Eq. (5.170) is the rigorous consequence of:

1 72
Hy=—0-
0 ma p01+’y

o-po+U (5.175)

which reduces to the classical hamiltonian:

P}
Hy=—+4+U 5.176
0 2m + ( )
in the limit
y— L (5.177)

The energy levels from Eq. (5.170) are graphed later on in this chapter. If
these are not observed experimentally the ninety year old Dirac equation fails
completely.
Electron spin resonance (ESR) and relativistic electron beams can be used
to test the above theory. Consider for example the class one hamiltonian:
1 72

H:i .
ma p01+'y

o Po (5.178)

in the presence of a magnetic field, so that:

2 —1/2
Po— pPo—€eW, r= <1 — m2002> . (5.179)

In the O(3) basis the hamiltonian (5.178) becomes:

1 72
H:E <1+7> (Po —eW) - (po — eW). (5.180)

The W potential of ECE 2 theory can be written as:

W = %B xr (5.181)

for a uniform external magnetic flux density B and position vector r. By
vector algebra:

Bxr-pp=rxpo-B=Ly-B (5.182)
where the classical orbital angular momentum is:

LO =T X Po. (5183)

125



5.1. GENERAL THEORY

The orbital angular momentum term of the class one hamiltonian is there-
fore:

2
e vy
H=—-—— L,-B 5.184

m(l—i—’y) 0 ( )

and for a Z axis magnetic field B the Zeeman effect is modified to:

Ji—— LY By (5.185)
= m 1+’y YASYAVN .
As described in Note 334(1) the energy levels of the H atom are modified in
this rigorous theory to:

2

1 a2 ¥ eh
By =—- 2(7) — LB 5.186
" me’ (— <1+7> —my By ( )

where « is the fine structure constant and where n is the principal quantum
number. In this equation:

mp=—L,...,L (5.187)

and £ is the reduced Planck constant. The usual Zeeman effect is recovered in
the non relativistic limit:

72

1 5.188
1+~ 72 ( )
The selection rules in Eq. (5.186) are:
any An, AL=1, Amg =0,=+1 (5.189)

and in Eq (5.186):

2 i ) -
= 1- L0+ (1 - m202> . (5.190)

If p? is regarded as function then the usual Zeeman effect is shifted. If expec-
tation values in the H atom are used:

—1
1 2 2 2\ 1/2 B
By = —5mc” (9) - (1 - (9) + (1 - (9) ) LBy (5.191)
n n n m
the energy levels from Eq. (5.191) become:

2 2 2 -5
o D o 5.3144 x 10
m2c? <m202> (ﬁ) n (5.192)

and the Zeeman effect is split into hyperfine structure. There is no theoretical
way of knowing which is the correct choice, Eq. (5.190) or Eq. (5.191), but an
experimental method can be developed based on ESR.
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First quantize the hamiltonian (5.180) as follows as in Note 334(2):

_teh ~2
SO:
Re (Hy) = - " Vo B (5.194)
- om \1+7~y '

where in ECE 2 theory (see chapter three):
B=VxW. (5.195)

Using the spin angular momentum:

S = ga' (5.196)

the rigorous hamiltonian of the anomalous Zeeman effect is obtained:

e (7 .
H= m(1+7> (L+2S)-B (5.197)

and reduces to the usual anomalous Zeeman effect hamiltonian

€
H=-—(L+2S)-B 1
5 (L+29) (5.198)

in the limit:

2

¥ 1
—. 1
- — 5 (5.199)

Eq. (5.197) can be expressed [2]- [13] as:

e

2
;
H=—-—— J-B 5.200
(i) o (5.200)

where the well known Landé factor is:

JJ+1)+8(S+1)—L(L+1)
27 (J+1)

gr=1+ : (5.201)

In this definition of the Landé factor, Sommerfeld’s J quantum number is:

J=L+S,...,|L—S5 (5.202)
with:

Jzb = hm i, (5.203)

J*p =h2T(J+ 1) (5.203a)
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and:
my=—J,...,J. (5.204)

Therefore the energy levels of the H atom are:

1 a\2 eh ~2
By = —-mc® (7) - B 2
o 2mc " m \ 1+~ gimjbz (5.205)
with selection rules:
AJ=0,+1, J=0-»J =0, Amy; =0,+1, any An. (5.206)

Again, there is no way of knowing if the relativistic factor 42/ (1 + ) should
be a function or an expectation value. This question can be answered experi-
mentally with ESR of sufficiently high resolution.

Consider a relativistic electron beam in which electrons can be accelerated
to essentially the speed of light, and apply a magnetic field in the Z axis. In
the non relativistic limit of slow moving electrons:

ReHgspt) = —%SZBzw (5.207)
where:
Sy = mghtp (5.208)
and:
11
mgs = —S, . ,S = —57 5 (5209)

with selection rule:
Amg =1 (5.210)
for absorption of radiation at the well known ESR frequency [2]- [13]:

wisk = — By, (5.211)
m

For relativistic electrons however:

eh 2 2e 2
RGHESme<117>0’~B¢m (117)S.B¢ (5.212)

and the ESR frequency (5.211) is shifted to:

) e
=2 —B 5.213
vesn =2 (1= ) =52 (5:213)

and is directly measurable. In this case the relativistic factor is always:

2 i n \"? -
= 1- L0+ (1 . m202> . (5.214)
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As discussed in chapter four, the experimentally measurable momentum of
the electron in the beam is always the relativistic momentum:

P = 7Po- (5.215)

The Lorentz factor on the other hand is always defined by the non relativistic
momentum as follows:

2 <1_ P5 >_1 (5.216)

m2c?

SO:

P\
2 _ 2
Do =D (1 + m202) (5.217)

The experiment consists of measuring the ESR, frequency of a relativistic elec-
tron beam, and measuring the relativistic momentum of the beam. This gives
a simple and direct test of the foundations of relativistic quantum mechanics.

ESR can also be used to test the rigorously relativistic version of Eq. (5.198),
in which:

e e
H=—-—(L+2S)-B=——g,;J-B. 5.218
S (L+28) B = g, (5.218)
The spin part of the hamiltonian (5.198) is:

Hpsp = —~—9;S - B. (5.219)

2m
If the magnetic field is aligned in the Z axis:

e

Hgsr = —3 975zBz (5.220)
m
where:
Sz¢ =mghi (5.221)
and:
1
ms =+ (5.222)

so the ESR resonance frequency of the anomalous Zeeman effect is:

1 eBZ

= —g;j—— 5.223
WESR 29] m ( )

where:
J=L+SL+S—-1,...,]L-25|. (5.224)

The anomalous Zeeman effect in the ESR spectrum of one electron is split
by the Landé factor g;. This is the most useful feature of ESR in analytical
chemistry.
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For a free electron in a beam:
J=8,L=0 (5.225)

so the Landé factor is:

25 (S+1)
=14+ _————==2 5.226
97 =1 5551 ) (5-226)
This is known as the g factor of the electron. This factor is obtained from the
Dirac equation if and only if the Dirac approximation is used:

H = Hy+mc* ~mc?, Hy ~ 0, (5.227)

as explained earlier in this chapter.
In the rigorously correct theory of this chapter the ESR frequency in the
H atom becomes:

(7 JJ+1)+S8(S+1)—L(L+1)\ eBy
WESR_(l—‘r’y) (1+ 2J(J+1) ) o (5228)

If we use the expectation values:

2 a2 a2 12\ 7
117: (1—(n) +<1—(n)> ) (5.229)

the expected ESR splittings can be observed directly.

The above development can also be applied to nuclear magnetic resonance
(NMR) in which the magnetic dipole moment of the nucleus of an atom or
molecule is:

my = gn I (5230)

2my,

where gy is the nuclear g factor, m, is the mass of the proton, e the modulus
of the charge on the electron and I the nuclear spin angular momentum. The
interaction hamiltonian between an external magnetic flux density B and the
nuclear magnetic dipole moment is:

Hiyyn = —my - B. (5.231)

The interaction between B and the spin angular momentum S of the electron
is as discussed earlier in this chapter:

2
e 0%
Hippe = —2— S-B. 5.232

* Me <1 —|—fy> ( )

Therefore the complete interaction hamiltonian in atomic H (one electron and
one proton) is:

e 25 (2 \s.B_gy-C1.B (5.233)
int — me 1+'Y gN2mp . .
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This type of hamiltonian is discussed in detail in Note 335(1) on www.aias.us.
In Note 335(2) it is developed with the Landé method [2]- [13], so Eq. (5.233)

becomes:
Hint = —€egm I-B (5234)

where:

-3 ()

+gN(1+I(I+1)S(S+1))> (5:235)
my M(M+1)
The magnetic quantum number is defined by:

M=I+4+S5,...,][I-35| (5.236)
and the total angular momentum is

M=I+S. (5.237)
Therefore ESR in this system is described by:

Hgsgp = —egy S+ B (5.238)
and NMR by:

Hnuvr = —egu I+ B. (5.239)
The ESR and NMR resonance frequencies are the same:

Wres = €9 Bz (5.240)

and both are changed by discarding the Dirac approximation.

The most important feature of NMR and magnetic resonance imaging
(MRI) is the chemical shift due to the magnetic flux density induced by a
nuclear magnetic dipole moment:

Ho

B (my) = 43

(mN — 3t - mN) (5241)

where pg is the vacuum permeability. The induced magnetic flux density is
equivalent to the nuclear W potential of ECE 2:

Ho

W =
N7 g3

my Xr (5.242)

and the non relativistic linear momentum of the electron is changed in the
minimal prescription to:

Po — Po —eWy. (5.243)
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The classical hamiltonian is changed to:

1
H= % (po - BWN) : (PO - €WN) +U (5'244)

and as shown in detail in note 335(3) the interaction hamiltonian:
e
Hing = ——po- Wy +--- (5.245)
Mme
gives the energy of interaction:
E=- /WN Sjdr (5.246)
where the current density is:

(V" pot +pyi™) . (5.247)

. ¢
‘]_Qme

Using Eq. (5.231) the interaction energy is:
E:—mN-BN:—/WN-de (5248)

and is responsible for the chemical shift because By is present as well as the
applied magnetic flux density B of the spectrometer.

The chemical shift is affected by the removal of the Dirac approximation.
In the class one hamiltonian this means:

2 2 2
Po () o, (5.249)
2me 14+7v/) me

This type of theory is developed in detail in Notes 335(4) and 335(5) on www.
aias.us. In the presence of a nuclear magnetic potential the hamiltonian
(5.146) is changed as in Note 335(4) to give the interaction hamiltonian:

Hin = —2——p1 - Py (5.250)
where
-2 1/2
p1 = (1 +7) Po (5.251)
and
pny = eWy. (5.252)

The nuclear magnetic flux density can be defined as:

By = ¢ 1, (5.253)

2mmer3
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where Lj is an orbital angular momentum of the electron. In the presence of
an external magnetic flux density B the complete hamiltonian is:

Hiyy = —my - (B + By) (5.254)

and in spin orbit format (Note 335(4)) this becomes:

gvpoe® (2 \'"
Hiyy = — I-L 5.255
‘ drmempr3 (1 + 7) ( )

where I is the spin angular momentum of the nucleus and L is the orbital
angular momentum of the electron.

In direct analogy with the ususal spin orbit theory of electrons, the energy
levels from the hamiltonian (5.255) are given by the following expectation
values:

2 2 1/2 I-L
By = — INHo® ( 7 ) =) (5.256)
4mmemy 14~ r
Assume that this can be written as:
2 2 \ /2
I-L
B, = —JHo® ( il ) < . > (5.257)
drmemy \1+7y r
using:

172\ ~1
e (@ (-0 5259

In analogy with the spin orbit theory of electrons:

L\ ., (JUJ+1)-LL+1)-I(I+1)
< r >_h ( 2rin3L (L+%) (L+1) ) (5.259)

where:
J=L+1,...,|L-1|. (5.260)

For the proton:

1 1
I=——. 5.261
2" 2 (5.261)
In the presence of an external magnetic field the complete hamiltonian is:

—gnehmy

H:_mN'B+Eint =
2my,

Bz + Ein (5.262)

where the interaction energy is:

—gnpoe A2 (J (J+1) - L(L+1) I+ 1>> (5.263)

By =
' drmem, 2r3m3L (L + 1) (L +1)
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The NMR resonance condition is:
hw=FE(mr—1)— E(mg) (5.264)

and it is clear that the entire spectrum is affected by the factor:

72

and the effect is within range of a high resolution FT NMR spectrometer. If
it is not found the Dirac theory is challenged in another way.

The well known theory of hyperfine interaction in NMR is also changed on a
foundational level by removing the Dirac approximation. Hyperfine structure
in NMR is one of its most useful analytical features, and is generated by
the interaction of the magnetic spin dipole moment of the electron with the
nuclear magnetic field due to the spin angular momentum I of the nucleus. In
the Dirac approximation the magnetic spin dipole moment of the electron is:

(5.265)

mg = —8 (5.266)
me

but the rigorous definition is:

2
y e
=2 —S. 5.267
e (1 + v) Me (5.267)
The nuclear magnetic spin dipole moment is:
e
_ I 5.268
N =g 2m,, ( )

where gy is the nuclear g factor and in atomic H, m, is the proton mass
because the nucleus consists of one proton. The nuclear magnetic flux density
is:

__ Mo e
B(I) = e (mpy — 38F - my) (5.269)
so the interaction hamiltonian is:
2 2
v Ho€”gN an
Hy = S-I-3S-#t-1 5.270
¢ (1 + 7) drmemypr3 ( £ -1) ( )

and it is clear that the hyperfine structure of NMR is affected by the factor
A, i.e. is affected by the removal of the Dirac approximation as shown later in
this chapter.

5.2 Numerical Analysis and Graphics

5.2.1 ECE 2 Energy Levels of Spin-Orbit Coupling

According to Eq. (5.18), the relativistic expectation value of the Hamiltonian
can be approximated by

<H()> = Fy+ <H0>s—o + <H()>1 (5.271)
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where the three parts are the non-relativistic energy eigenvalues

64

FEy=— 5.272
0 32 w2 €2 n? m c?’ ( )

the spin-orbit contribution of Dirac theory

(Ho),, = f [0 W0) ar, (5.273)
and the new additional part

(Ho); = —fEo /WV% dr, (5.274)
both with the factor

Fo % . (5.275)

The integrals are evaluated for the Hydrogen wave functions in three dimen-
sions, for details see UFT papers 250 and 308. The Laplace operator in three
dimensions with spherical coordinates (7,6, ¢) is

2 _ig 2% #E i Bﬂ #@
vw_ﬂ ar \" or +r281n(9)89 Sm(a)ae +r25in2(9) O¢?’

(5.276)

Additional parameters appearing in the wave functions are the atomic number
7 and the Bohr radius ag. The Coulomb energy has been assumed as
Ze?

= . .27
v dmegr (5.277)

For Hydrogen we have Z = 1, for higher Z values these are very crude approx-
imations.

The integral values appearing in Eqgs. (5.273, 5.274) have been computed
analytically and are listed in Table 5.1. The ordinary spin-orbit terms depend
on the n and [ quantum numbers, not on m;. Surprisingly, the additional
term (H), does not depend on the angular quantum number [, only on the
main quantum number n. Obviously a factor of 1/n? is contained in the
result. It should be noticed that this factor also appears in Fy but has not
been multiplied here for the integral values. Test runs with a Laplace operator
(5.276) without angular parts showed that (Hp), becomes dependent on the
! quantum number then. In spectroscopy which is angle-sensitive, we expect
that the new term will show an [ dependence.

The numerical values of energy shifts in eV are shown in Table 5.2. The
corrections (Hy), are smaller than those of the Dirac term of spin-orbit cou-
pling. Nonetheless the 1s state is shifted significantly by the new term. This
is in the order of magnitude of 10~* eV and should be observable by spec-
troscopy. From Table 5.1 it is seen that the new effects grow with atomic
number Z2 while the ordinary spin-orbit terms grow with Z4. Therefore these
corrections will be less significant for heavier elements.
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n 1 Integral (Ho), , Integral (Hy),
z* z?
1 O Tg a%
z* z?
2 0 16 a3 4a2
57* z
2 1 48a3 4a?
z* Z>
3.0 8la} 9a2
z* z2
3 1 27 ag 9&8
7z* z
3 2 405 ag 9(1(2J

Table 5.1: Energy shifts of Integrals (5.273)

and (5.274).

no1 Ey (Ho)s_, (Ho)y (Ho)
1 0 -13.6056919  0.0003623 0.0001811 -13.6051485
2 0 -3.4014230  0.0000226 0.0000113 -3.4013890
2 1 -3.4014230 -0.0000075 0.0000038 -3.4014268
3 0 -1.5117435  0.0000045 0.0000022 -1.5117368
3 1 -1.5117435 -0.0000045 0.0000012 -1.5117468
3 2 -1.5117435 -0.0000009 0.0000004 -1.5117440

Table 5.2: Energy shifts of Egs. (5.273, 5.274) and total energies in eV.
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5.2.2 Hyperfine Spin Orbit ESR

Further relevant terms for Hydrogen ESR are the expectation values of 1/r3
and 1/r*. The former is given by Eq. (5.69), the latter has been computed by
evaluating the integral

<7}4> - [ v (5.278)

In Table 5.3 the expectation values of 1/r% and 1/r* and their ratio are com-
piled. We used again the non-relativistic wave functions of Hydrogen as an
approximation as described earlier. For quantum number [ = 0, the expecta-
tion values do not exist, which can be seen from the denominator of Eq.(5.69)
for (1/r3). The ratio is a multiple of Z/ay where ag is the Bohr radius. This
means that spectroscopic terms of (1/r%) are smaller but relevant.

Another expectation value appearing in the new spectroscopy is according
to Eq.(5.67):

(L) = / BV (V) dr. (5.279)

We present the radial component of this term in Table 5.4, together with the
kinetic energy

(Ekin) = —h/W(VQW dr. (5.280)

The kinetic energy is positive and only depends on the main quantum number.
The integral itself is negative. The radial component of the term (5.279) exists
only for s states and is proportional to (Z/ag)?.

Loty S

3

(1/r3)

0 _ _ _

2 0 - - -

z3 z* Z

2 1 24a} 24af ag

3 0 — - —
3 1 z3 10 z* 10 Z
8lal 729 aj 9 ag

3 2 z3 2 z4 2 Z
405 a3 3645 ag 9 ao

Table 5.3: Expectation values (1/73), (1/r*) and their ratio.
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n 1 (Exn) (I2)r

hZ2 107 Z°

N
0 0
A 117 Z3

2 0 4(18 8&%
hZ>

2 1 12 0

3 0 hZ2 4773
2 5
Q“c; 32 VGad
hZ

3 1 9aZ 0
hZzZ

3 2 9aZ 0

Table 5.4: Expectation values of kinetic energy and special term Eq. (5.279).

5.2.3 Energy Level Diagrams of Relativistic Zeeman Spec-
troscopy

The energies of the transitions described in Egs. (5.106 - 5.110) have been
calculated for atomic Hydrogen. The non-realtivistic energies F; and new
relativistic energies F of the Zeeman effect were defined in Egs. (5.101, 5.102).
The new splitting depends on the magnetic quantum number my, as usual and,
in addition, on the principal quantum number n. There is no dependence on
the angular quantum number [. It is therefore sufficient to to consider the
transitions with highest possible [ for given main quantum numbers n; and
ng. For example the splittings of the transition

3p — 4d
are contained in
3d — 4f

for all possible my, values and selection rules Amy = 0, £1. For comparability
of the results we plottet the relative energy differences related to the non-
relativistic case. For an initial state ¢ and final state f the spectroscopically
observable energy difference is

AE = E; — E;. (5.281)

This difference, giving the new Zeeman splitting, is first related to the non-
relativistic case. Then the splitting is normalized by dividing by eh/(2m) so
that a dimensionless number for the splitting is obtained:

AErelatiue = (Ef - E1 - (Ef,non—rel - Ei,non—rel)) . (5282)

eh
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Figs. 5.1 - 5.12 show all possible splittings with Al = 1 (absorption) and
Amy = 0,41 for neighboring principal quantum numbers, i.e. n; = 1 —
ng = 2, n; = 2 — ny = 3, etc. The diagrams are separate for each of the
three selection rules Amy = 0,+1 which correspond to linear and circularly
polarized light. For comparability, the scale of the Y axis has been chosen
equal for all diagrams. For the transition 1s — 2p there is only a shift for
Amjy = +1 and no splitting because there is only one possible transition.
The transition for Amy = 0 is unchanged because of m; = 0. In general the
splitting is 21 — 1 fold where [ is the angular quantum number of the final state.
The terms are graphed in Figs. 5.3 - 5.12. It can be seen that the splitting
becomes smaller for higher n values. This is a consequence of the factor 1/n2
in Eq.(5.102).

In addition to the transitions between neighbouring principal quantum
numbers, we have also investigated two cases with larger differences:

2p — 4d
and
2p — 5d,

see Figs. 5.13 and 5.14, plotted only for the selection rule Amy = —1. These
diagrams should be compared with Fig. 5.4 which describes the corresponding
splitting for 2p — 3d. The width of the splitting is somewhat enlarged and the
splitting is shifted to the middle for transitions to higher n. Another general
result is that the splitting is always equidistant.

The calculations have been done by a Maxima program which computes
transitions between any energy levels of Hydrogen with automatic plot. The
program can be obtained from the authors on request.
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Delta E (relative)

Delta E (relative)

1.0000100
DE_0, n=1 —>n=2 ——
mi=1 ——
1.0000050 | E
1.0000000 pb———— E
0.9999950 | 4
0.9999900
Figure 5.1: Term schema for n =1 — 2, Amy = —1.
0.0000100
DE_O, n=1 —> n=2 —
mli=0 ——
0.0000050 | L
0.0000000 .
-0.0000050 | 1
-0.0000100

Figure 5.2: Term schema for n =1 — 2, Amy = 0.
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Delta E (relative)

Delta E_relative

-0.9999900

-0.9999950

-1.0000000

-1.0000050

-1.0000100

DE_0, n=1--> n=2

ml=l ——

Figure 5.3: Term schema for n =1 — 2, Amy = 1.
1.0000100
DE_O, n=2 --> n=3 —
ml=-2 ——
mi=-1 —
ml=0 ——
1.0000050
1.0000000
0.9999950
0.9999900
Figure 5.4: Term schema for n =2 — 3, Amy = —1.
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Delta E_relative

Delta E_relative

0.0000100
DE_0, n=2 —> n=3 ——
ml=1 ——
ml=0 ——
ml=1 ——
0.0000050 |
0.0000000
-0.0000050 |
-0.0000100

Figure 5.5: Term schema for n =2 — 3, Amy = 0.
-0.9999900
DE_O, n=2 --> n=3 —
ml=0 ——
mi=1 ———
ml=2 ——
-0.9999950 |
-1.0000000
-1.0000050 |
-1.0000100
Figure 5.6: Term schema for n =2 — 3, Amy = 1.
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Delta E_relative

Delta E_relative

1.0000100
DE_0, n=3 --> n=4 ——
ml=-3 ——
ml=-2 ———
ml=1 ——
ml=0 ——
1.0000050 | ml=1 -
1.0000000 E
0.9999950 | E
0.9999900
Figure 5.7: Term schema for n =3 — 4, Amy = —1.
0.0000100
DE_0, n=3 > n=4 —
ml=-2 ——
ml=1 —
ml=0 ——
ml=1 —
0.0000050 |- ml=2 ;
0.0000000 .
-0.0000050 | E
-0.0000100

Figure 5.8: Term schema for n =3 — 4, Amy, = 0.
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Delta E_relative

Delta E_relative

-0.9999900

-0.9999950

-1.0000000

-1.0000050

-1.0000100

DE_0, n=3 --> n=4
mi=-1

ml=0

mi=1

ml=2

ml=3

Figure 5.9: Term schema for n =3 — 4, Amp = 1.

1.0000100
DE_O, n=4 --> n=5 —

ml=—4 ——
ml=-3 ——
ml=-2 ——
mi=1 —

1.0000050 | ml=0
mi=1 ———
ml=2 ——

1.0000000

0.9999950 |

0.9999900

Figure 5.10: Term schema for n =4 — 5, Amp = —1.
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Delta E_relative

Delta E_relative

0.0000100

0.0000050

0.0000000

-0.0000050

-0.0000100

Figure

-0.9999900

-0.9999950

-1.0000000

-1.0000050

-1.0000100

Figure

DE_0, n=4 --> n=5
ml=-3
ml=-2
ml=-1

ml=0
mi=1
mi=2
ml=3

5.11: Term schema for n =4 — 5, Amy = 0.

DE_Q0, n=4 --> n=5
mi=-2
ml=-1

mi=0
ml=1

B mi=2

mi=3

mi=4

5.12: Term schema for n =4 — 5, Amy = 1.
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Delta E_relative

Delta E_relative

1.0000100

DE_O0, n=2 > n=4 —

ml=2 ——

ml=-1 ———

ml=0 ——
1.0000050
1.0000000
0.9999950
0.9999900

Figure 5.13: Term schema for n =2 — 4, Am = —1.

1.0000100

DE_0, n=2 --> n=5 —

ml=-2 ——

mi=-1 —

ml=0 ——
1.0000050
1.0000000
0.9999950
0.9999900

Figure 5.14: Term schema for n =2 — 5, Amp = —1.
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5.2.4 Energy Level Diagrams of Anomalous Zeeman Hy-
perfine Shifts

The expectation value of the potential energy can be calculated from the re-
lation

(U) =-2(T) (5.283)

with the non-relativistic kinetic energy

hVv? 3 , a2
as was derived in UFT 332. The relativistic energy levels of Dirac theory
(without an external magnetic field) are given by

mc2o¢2+ a? JJ+1)—LL+1)—-S((S+1)

Ep=(U -
p={U)+ 2n? 4magn? L(L+1/2)(L+1)
(5.285)
while the new hyperfine structure leads to the result:
mc? a? a?
E = — |14+ — 2
(U)Y + 52 ( +4n2> (5.286)

a? a2\ JJ+1)—L(L+1)—S(S+1)
4ma0n3< 2n2) L(L+1/2)(L+1)

The term schema of transitions will not change since the new hyperfine
structure does not depend on the mj; quantum numbers. Therefore there
are no additional splittings for the Zeeman effect, only a small shift. The
energies of both cases are compared for the first levels of atomic Hydrogen in
Table 5.5. There is always a lifting of energies due to the correct solution of
the fermion/Dirac equation presented in this work. In addition, the energies
are shown as term schemas in Figs. 5.15 - 5.20.
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Term  Non-rel. Dirac ECE2 theory Diff.
ECE2-Dirac
1si2 -0.5 -0.5 -0.4999933435807  6.656 - 10~ °
258172 -0.125 -0.125 -0.1249995839738  4.160 - 10~ 7
2py2 -0.125 -0.1250001386754  -0.1249997226492  4.160 - 10~ "
2p3p  -0.125 -0.1250001386754  -0.1249997226492  4.160 - 10~ "
35172 -0.05555555555555  -0.0555555555556  -0.0555554733775  8.218 - 1078
3 p1/2 -0.05555555555555  -0.0555555677301  -0.0555554855521  8.218 - 1078
3 p3s2 -0.05555555555555  -0.0555555494683  -0.0555554672903  8.218 - 1078
3 d3zj2  -0.05555555555555  -0.0555555592079  -0.0555554770299  8.218 - 1078
3 ds/2  -0.05555555555555  -0.0555555531207  -0.0555554709426  8.218 - 1078

Table 5.5: Energies (in Hartree units) of atomic

splitting (Dirac theory and this work).

E (Hartree)

Hydrogen with spin-orbit

-0.4999900

-0.4999920 |

-0.4999940 |

-0.4999960 |

-0.4999980 |

-0.5000000

-0.5000020 |

-0.5000040 |

-0.5000060 |

-0.5000080 |

-0.5000100

1812 —— |

Figure 5.15: Energy schema for 1s states (non-rel., Dirac theory, ECE2 the-

ory).
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-0.1249995

2s

-0.1249996 | 25 112 |

-0.1249997 | -

-0.1249998 | .

-0.1249999 | -

-0.1250000 .

E (Hartree)

-0.1250001 [ -

-0.1250002 | .

-0.1250003 | E

-0.1250004 | .

-0.1250005

Figure 5.16: Energy schema for 2s states (non-rel., Dirac theory, ECE2 the-
ory).

-0.1249995

2p
) I 2p 12 —— |
0.1249996 >p 30

-0.1249997 | -

-0.1249998 | -

-0.1249999 | -

-0.1250000 E

E (Hartree)

-0.1250001 | -

-0.1250002 | -

-0.1250003 | -

-0.1250004 [ -

-0.1250005

Figure 5.17: Energy schema for 2p states (non-rel., Dirac theory, ECE2 the-
ory).
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3s
- 3s12 —

-0.0555555 | L
B
£  -0.0555555 | E
[
z
w

-0.0555556 | L

-0.0555556 | L

Figure 5.18: Energy schema for 3s states (non-rel., Dirac theory, ECE2 the-
ory).

3p ——

— 3pi2 ——
3p32 ——

-0.05565555

-0.0555555

E (Hartree)

ﬁ

-0.0555556

-0.0555556

Figure 5.19: Energy schema for 3p states (non-rel., Dirac theory, ECE2 the-

ory).
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3d
3d3/2
— 3dsn2
-0.0555555 | .
B
£ -0.0555555 |- .
@ < ——
z
w
-0.0555556 | .
-0.0555556 | .

Figure 5.20: Energy schema for 3d states (non-rel., Dirac theory, ECE2 the-
ory).

5.2.5 Relativistic Correction of Energy Levels

As described from Eq. (5.232) onwards in this chapter, the electronic interac-
tion energy for ESR etc. is modified by the relativistic factor

’72
A= (5.287)
1+~

where « is defined by Eq. (5.216). The electronic momentum is modified by
the square root of this factor, see Eq. (5.251), and the magnetic spin dipole
moment of the electron depends on 24 according to Eq. (5.267):

2
mg = 2( 7 ) °s. (5.288)
1+7v) me

For spin-orbit splitting, the gradient of A in (5.167) appears as an additional
factor, whose radial part is given by (5.161) and (5.163).

To demonstrate the effects, the appearances of A have been graphed in
Fig. 5.21. We plotted the A factor in dependence of a normalized momentum
Po, i.e. a variable

p2
P2 =2, (5.289)
2m
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For comparison, the gamma factor v(p) has been graphed too. A, 24, VA
and grad(A) go to infinity for p reaching unity which corresponds to velocity
Vo = C.

In Hydrogen the spin-orbit splitting is small (=~ 10~° eV). In heavy atoms
the splitting becomes high and the linear momentum is significantly larger
than in Hydrogen. Therefore the gradient of the A factor grows remarkably,
giving additional enlargement of splittings. It is seen that the gradient of
A rises much faster than the relativistic gamma factor. An effect should be
detectable in spectra of heavy elements.

The magnetic spin dipole moment (5.288) depends on 2A, which grows
faster than ~ in the relativistic range. This gives a change in the magnetic
moment being also larger than the v enhancement. Only the A and VA
behaviour is less pronounced than ~.

6 T T T T
grad(A)
2A —
A
5T sqtA)
gamma
4L
3 F
2 | i
1 J
0 L L L L
0 0.2 0.4 0.6 0.8 1

Po

Figure 5.21: Diverse functions depending on A(p) and (D).
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Chapter 6

The ECE 2 Vacuum

6.1 General Theory

In ECE 2 theory the vacuum is considered as the geometry of spacetime, so is
richly structured and has physical effects such as the radiative corrections and
the Aharonov Bohm (AB) effects (the subject of UFT 336). The AB vacuum
is defined as regions in which electric and magnetic fields are zero but in which
the ECE 2 vacuum four-potential is non zero and may cause observable effects.
The opening of this chapter summarizes UFT 336, in which it is shown that
the vacuum potential causes effects in electron spin resonance in the absence
of a magnetic field. The well known Chambers experiment can be adopted for
experiments designed to look for this effect.

The AB effects are well known [2]- [13] to be due to potentials in the
absence of fields. Consider the ECE 2 definition of magnetic flux density used
in previous chapters:

B=VxW=VxA+4+2wxA (6.1)
where
W =W, A=A404q. (6.2)

Here w and q are respectively the spin connection and tetrad vectors. There-
fore the AB vacuum is defined by the geometry:

Vxw=0 (6.3)
and

V xq=2q X w. (6.4)
Using the identity:

V-Vxq=0 (6.5)
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the AB vacuum geometry becomes:

w-Vxq=0 (6.6)
ie.

W.VxA=0. (6.7)

Now consider the electric field strength E and magnetic flux density of ECE 2
theory as defined by the spin and orbital curvature vectors as in previous
chapters:

E = WO R(orb) (6.8)
and
B = WOR(spin). (6.9)

So the AB effects in this type of theory are defined by a Cartan geometry in
which torsion and curvature vanish but in which the tetrad and spin connection
are finite. In minimal notation [2]- [13]:

T=dNqg+wAgq, (6.10)

R=dANw+wAuw, (6.11)

so the AB vacuum geometry is:

dNqg+wNhq=0, (6.12)

dAw+wAw =0, (6.13)
with:

T=R=0. (6.14)

The well known Chambers experiment [2]- [13] shows that the AB vacuum
is a physical vacuum because the Young diffraction of electron matter waves
is affected by potentials in the absence of fields. The AB vacuum is defined
in a different way from the traditional definition in electromagnetic theory,
one based on the absence of charge current density. In this case the ECE2
electrodynamical field equations are:

V.B=0 (6.15)
V.E=0 (6.16)
0B

- = .1
o+ VXE=0 (6.17)

1 OE
_ = = .1
VxB- 552 =0 (6.18)

with:

K-B=rk-E=0, (6.19)
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E
koB+Kk XE =0, kg—+KXxXxB=0 (6.20)
c
where:
K 22(—(10 —w) (6.21)
0 7”(0) (O ] .
—9( L _
K =2 (r<0) w) . (6.22)

Note 336(4) on www.aias.us shows that the solution:
ko=0, k=0 (6.23)
means that E and B vanish. The simplest solution of Egs. (6.15) to (6.22) is:
E=B=0, k=0, k=0 (6.24)

in which case the traditional vacuum, in which the charge current four density
vanishes, reduces to the AB vacuum.

Note 336(4) shows that if the traditional vacuum is accepted, and plane
wave solutions used for Egs. (6.15-6.18), the result is:

n—(”2+”3)(i+j). (6.25)

Kg + Ky

Under condition (6.25), ECE2 theory allows vacuum electric and magnetic
fields to exist in the absence of charge current density — the traditional vac-
uum of electrodynamics. The AB vacuum on the other hand is is defined
by Eq. (6.24). The interaction of the AB vacuum with one electron leads to
the possibility of NMR and ESR (Chapter five) in the absence of a magnetic
field. This type of interaction is considered in Note 336(5) and is based on the
minimal prescription:

P ph — e A (6.26)
where the relevant four potential is defined in previous chapters:

AF <¢7A> . (6.27)

c
Therefore the Einstein energy equation becomes:
(E—e¢)’> = (p—eA)-(p—eA) +m?ct. (6.28)

The total relativistic energy E and the relativistic momentum p are defined
by the Einstein/de Broglie equations as in previous chapters:

E =ymc* = hw (6.29)
and
P =7Po = hk. (6.30)
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The Lorentz factor is therefore:

b 2 —1/2
and it follows that:
1 ep -t
E-mé?=———0o- (p—-eA)|(1- ——F—— (p—eA .
(6.32)
As in chapter five this reduces to the Dirac theory if
v—1 (6.33)
i.e. by the de Broglie equation:
hwo = mc? (6.34)

where wq is the rest angular frequency. The Dirac theory is therefore self
contradictory because the electron is not moving:

Ho = H —mc* =7 0. (6.35)
In the approximation:
e < (1+7)mc? (6.36)
Eq. (6.32) becomes:
EfmCZ~¥U~(p76A)o’~(p76A)+¥
(1+~)m (L+7y)m

e (6.37)

o (p—ecA) (W>a.(p—m)+e¢.

The ESR term is contained in the first term on the right hand side, and spin
orbit effects in the second term. Relativistic quantization is defined by:

p,u¢ — Zﬁ@“?ﬂ (6.38)
ie:
O
Ey =ih ot (6.39)
and
pyY = —ihVi. (6.40)

This procedure cannot be proven ab initio, it is an empirical rule. The required
ESR term is given by:

SN o-(—ithV —eA) - ((oc-p—e
(B=me*)p = s (o (iR —eA) - (o - p = eA) ) o)
ieh '
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Using the Pauli algebra:
og-Vo- A=V -A+ioc-VxA (6.42)
so the real and physical part of Eq. (6.41) is:

eh

(E—ch)z/J: —m

oV XA+ (6.43)

The spin angular momentum of the electron is:

S = ga (6.44)
S0:
J— 2 e — 76 . RIS
(E—mc*) ¢ 2m<1+7)S V x Ay + (6.44a)
in which:
Sz = hmgv (6.45)
where:
11
= — . = ——, = 4
my=—8,...,8=—5.7 (6.46)
Therefore:
h
Fome) =g A 4
(E—me) b= -2 sms (V x A), (6.47)

in which electron spin resonance is defined by:

eh 1 1
with resonance frequency:
e
res = 2——— (VX A) . 6.49
Wres m (1 T ’7) ( X )Z ( )

In the AB effects A is non zero when B is zero, so from Eq. (6.1) the AB
vacuum is defined by:

VxA=—2wxA (6.50)

and under this condition the AB vacuum causes the resonance defined by
Eq. (6.49).

A computational and graphical analysis of this theory is given later on in
this chapter.

As in UFT 337 the ECE 2 theory that describes the AB vacuum can be
used to describe the radiative corrections, notably the Lamb shift. In order to
do this, the minimal prescription used earlier in this chapter for ESR effects
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of the vacuum is replaced by a new type of minimal prescription using the
W potential. This can be developed in terms of a relativistic particle flux
and the Tesla vacuum. The theory of UFT 337 defines the ECE 2 vacuum
particles, which are identified as particles of the Tesla vacuum. Therefore there
is particulate energy momentum in the ECE 2 vacuum that can be transferred
to matter using well known theoretical methods.

Consider the ECE 2 minimal prescription:

p* — p" 4+ eW# (6.51)
where:
E
]yu = (C7p> ) (652)
W= (¢Z" W) (6.53)

In ECE 2 theory:

Wwh = w© (Q<0>, n) (6.54)
where the spin connection four vector is:

Or — (Q<0>,Q) . (6.55)
It follows that:

pw = W OO (6.56)
and:

W =wOy. (6.57)
The units of W) are those of magnetic flux:

(W] = weber = volt sec = JC™'s. (6.58)

A summary of S.I. Units is given as follows:

[pw] = volt = JC™* (6.59a)
[W] = tesla metres = JC™'sm ™! (6.60a)
QO] = -1 (6.59b)
W] = (6.60D)

The ECE 2 magnetic flux density B (in units of tesla) is defined by Eq. (6.1),
and the ECE 2 electric field strength E in volts per metre is:

A oA
B=—Vow— - =-Vo— == +2 (CQ(O)A - ¢n) . (6.61)
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The elementary quantum of magnetic flux is [2]- [13]:

h
wo =2 (6.62)

where £ is the reduced Planck constant, the quantum of angular momentum
in Js. Therefore:

dw = (Zc) QO (6.63)

The AB spacetime can therefore be defined in terms of the vacuum poten-
tial:

WH (vac) = <¢W(VE"C), W(vac)> (6.64)

c

and on the most fundamental level:
h
WH(vac) = —QH(vac). (6.65)
e

So the AB spacetime is defined by the spin connection vector within the fluxon
h/e. The latter is negative under charge conjugation symmetry. In the absence
of electric and magnetic fields the AB spacetime (or vacuum or aether) is
defined by Eq. (6.65). The fields E and B on the other hand are defined by
curvature as in Egs. (6.8) and (6.9). The latter is zero in the AB vacuum, and
so is the torsion:

R=dNQ+QANQ=0, (6.66)

T=dNqg+QNqg=0. (6.67)

Consider now the Einstein energy equation:
ppp = m’c. (6.68)

Using the minimal prescription (6.51) the effect of the AB spacetime on ma-
terial matter such as an electron is:

(p" + eW*) (p, + eW,) = m?c%. (6.69)

If the electron is at rest:
E
Pt = <0,0> , Wh =
c

(EO + hQ(O)c) (Eo + hQ(O)C> = m?2ct (6.71)

o |

(Q<0>, 0) (6.70)

SO:

The AB spacetime contains an angular frequency:

w(vac) = cQ® (6.72)
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so Eq. (6.71) becomes:
Eo + hw(vac) = mc? (6.73)

from which it is clear that the rest frequency of a particle of material matter
is increased by:

wo — wo + w(vac) (6.74)

due to the presence of the AB vacuum. So the mechanism of energy from
spacetime becomes clear.

The AB spacetime imparts energy momentum to material matter as fol-
lows:

p* — p* + pH(vac) (6.75)
where:
p*(vac) = eW* = RQM. (6.76)

The angular frequency of the AB spacetime is:
w(vac) = QO (6.77)
and the wave vector of the AB spacetime is:
Kk(vac) = Q. (6.78)
The Einstein/de Broglie equations of the AB spacetime (or vacuum) are:
E(vac) = hw(vac) = ym(vac) ¢?, (6.79)
p(vac) = hk(vac) = ym(vac) vg(vac), (6.80)
where the vacuum Lorentz factor is:

v (vac) ) —1/2

c2

~y(vac) = (1 - (6.81)

Therefore the existence of a vacuum particle of mass m(vac) has been
inferred via the Einstein/de Broglie equations. There is a statistical ensemble
of such particles. The AB vacuum is quantized using:

E(vac) ¢(vac) = ih% (6.82)
and:
p(vac) ¢ (vac) = —ihV(vac) (6.83)

where 1(vac) is the wavefunction of the vacuum wave/particle. The wavefunc-
tion obeys the ECE wave equation [2]- [13] in the limit:

(O + K*(vac)) ¥(vac) = 0 (6.84)
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where:

k(vac) = @ (6.85)
The vacuum wavefunction is therefore:

P (vac) = exp (—i (w(vac) t — k(vac) - 1)) (6.86)
and the ECE wave equation of the vacuum is:

(04 R(vac)) ¢ (vac) = 0. (6.87)

Eq. (6.87) is the quantized version of the Einstein energy equation of the
vacuum:

E?(vac) = ¢*p?(vac) + m?(vac) . (6.88)
The process of taking energy from the vacuum becomes simple to understand:
E — E + E(vac) (6.89)

p — p + p(vac) (6.90)

and is observed as an energy shift in spectra, notably the Lamb shift of atomic
hydrogen, and also in the anomalous g of the electron.

It appears that such a particle vacuum was proposed but not proven by
Tesla.

The Lamb shift and anomalous g factor can be defined in terms of emergy /momentum
transfer. The conventional theory of the Lamb shift assumes that the electron
in the H atom fluctuates in the presence of the vacuum — this phenomenon is
known as jitterbugging. It can be shown as follows that this is due to vacuum
energy of ECE 2 theory, and the observed Lamb shift can be used to calculate
a mean vacuum angular frequency. The AB vacuum and the B(3) field [2]- [13]
can be defined in terms of ECE 2 theory.

By considerations of the Einstein energy equation in ECE 2 theory, and by
use of the minimal prescription, it can be shown as in Notes 340(1) and 340(2)
that the anomalous g factor of the electron is defined by:

H
=1+ —— 6.91
9=1+ -5 (6.91)

where H is the hamiltonian of ECE 2 relativity:
H=ymc®+U = (p°* + m204)1/2 +U. (6.92)

For a static electron for which the de Broglie equation (6.34) holds:

hw
g=2+ (Vzc). (6.93)
me
In general, the anomalous g factor of the electron is:
1+ h (w + w(vac)) (6.94)
= — ¢ .
g mc?
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where w is the angular frequency of the electron wave, and w(vac) is the angular
frequency of the ECE 2 vacuum wave particle. In Note 340(2) on www.aias.us
it is shown in complete detail that the process of momentum transfer from the
vacuum wave particle results in the observable energy shift:

AE = < <S : L(Vac)> . (6.95)

4dmeggm?2c? r3

Various methods of calculating this shift are described in Note 340(3). There-
fore momentum as well as energy can be transferred from the ECE 2 vacuum.
In Note 340(4) the ECE 2 vacuum potential is defined as:

U(vac) = epw (vac) = hiceQ® (vac) = hw(vac). (6.96)

It follows that the Coulomb potential Ux between an electron and a proton in
the H atom is augmented by:

2
Uc = Ug + U(vac) =

— hw . .
Trear + hw(vac) (6.97)

In the well known Bethe theory [2]- [13] of the Lamb shift, it is assumed that
Uc jitterbugs as described in Note 340(3):

Uc=U(r—9r)—U/(r) (6.98)

in which Jdr denotes the fluctuation in position of the electron due to the
vacuum, in this case the ECE 2 vacuum. This idea implies that the vacuum
potential is:

e? 1 1 e2or
= h,(,u = — —_— = = — .
U(vac) (vac) dreg <r —or r) dmeg (r — or)r (6.:99)

in which the change in potential energy due to the ECE vacuum is, self con-
sistently:

AU =U(vac) =U (r —dr) = U (r). (6.100)
If it is assumed that:
or<Lr (6.101)

Eq (6.99) can be written as:

2 [or (1)
U(vac) = hw(vac) = Tneg (7’2 + 3 (6.102)
and averaging over the ensemble of vacuum particles:
2
(U(vac)) = h (w(vac)) = iy NI <(5T) > (6.103)
Ve = YaeH = dmeq \ 12 r3 ' '
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Using the Bethe assumption:
(or) =0 (6.104)

it follows that:

62 Cx

(wlvac)) = =g <(5r)2> -5 <(57")2> (6.105)

where « is the fine structure constant. So the mean square fluctuations result
in a mean vacuum angular frequency.
By using a Maclaurin series expansion of the equation:

AU =U(r—dr)—U (r) (6.106)
it can be shown that
1
(av) = ¢ <((57“)2> V2Ue. (6.107)

For the %Sy /5 orbital of the H atom [2]- [13]:

(V2Up) = <V2 ( - )> = Cl)p (6.108)
dmegr €0
where 1(0) is the value of the %Sy /5 wavefunction of H at the origin:
2 1
Uas,,,(0)] = ST (6.109)

where rp is the Bohr radius. From Egs. (6.107) and (6.105) the Lamb shift in
the 25’1/2 energy level of the H atom is:

€2T3
(AU) = ey wlac)). (6.110)

The measured Lamb shift is:

Af =1.058 x 10°Hz ~ 0.04cm ™" (6.111)
where:

(AU) = 27h (Af). (6.112)

Computing expectation values from the hydrogenic wavefunctions it is found
that:

(r) 3 (r) (r) 27

Y8y ==. > L =6, ~~ = A1

sy =3, Y (25) =6, L (35) = (6113)
The relevant value for 2.5; /2 18

(r) (251/2) = 6rp. (6.114)
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This gives the mean vacuum angular frequency of an ensemble of vacuum wave
particles:

A 3
(w(vac)) = %M = 3.96750 x 10® rads ", (6.115)
The de Broglie frequency of one vacuum particle is:
w(vac) = 1.80058 x 10 rads™". (6.116)

The ensemble averaged frequency is much lower than the de Broglie fre-
quency, and the former is responsible for the Lamb shift in H. This means that
there is a tiny universal anisotropy in the vacuum, and this is a tiny anisotropy
of the universe itself, for example in the microwave background radiation. The
2P /2 wavefunction of atomic H vanishes at the origin and so there is no Lamb
shift in this case.

The mass of the fundamental vacuum particle can be calculated from the
experimentally observed anomalous g factor of the electron. The relativistic
quantum theory of this chapter defines the interaction of the electron with the
ECE 2 vacuum as follows:

oW

(H—€¢W _m02)¢ =ieho -V ((_HW—’W

Jo) e )
where:
v — (00 _ Sypm

@ = (20, 0) = —wr. (6.118)
Here v is the wave function and H is the hamiltonian of ECE 2 relativity:

H = ymc? + U. (6.119)
The potential energy in joules is defined as:

U = edw. (6.120)
In the denominator on the right hand side of Eq (6.117):

H — edw = ymc? (6.121)

in which the Lorentz factor is defined by:

y = % (6.122)
It follows that:
(H76¢mec2)¢:AU-VU-W¢ (6.123)
(I4+~)m
whose real part (note 338(4) on www.aias.us) is:
Real (H — egw — mc®) ¢ = a;ef;i)ma -V x W1, (6.124)
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Therefore the anomalous g factor of the electron is:
hw
g=l+y=14+—. (6.125)
mc
For an electron at rest:

hw
g=14 00 (6.126)
mc

because of the de Broglie equation for a rest particle:
hwy = mc?. (6.127)

Notes 338(1) to 338(3) show that the frequency of an electron wave in contact
with the ECE2 vacuum is:

wo — wo + w(vac) (6.128)

so the anomalous g factor of the rest electron is:

hw(vac)

=2
g + me?

= 2.002319314 (6.129)
to nine decimal places. Therefore
hw(vac) = 0.002319314 m(vac) ¢*. (6.130)

It follows that the mass of the vacuum particle is given by the de Broglie
Einstein equation:

hw(vac)  hQO)

- =2.1127 x 10~ 33 kg, (6.131)

m(vac) = .

This calculation infers the existence of a new elementary particle whose
mass is known with precision, and which is given the appellation “vacuum
particle”.

It follows from Ockham’s Razor that hugely more complicated theories
such as quantum electrodynamics are not needed to calculate the g factor of
elementary particles. It is well known that QED is made up of adjustables
and artificial procedures, so it is not a Baconian theory. It has problems of
renormalization, dimensional regularization, summation of series with numer-
ous terms, series whose convergence is dubious. It has virtual particles that
can never be observed. QED is not an exact theory because of these ad-
justables and procedures, unknowables and unobservables — Pauli’s “not even
wrong” type of theory. Pauli meant that such a theory cannot be tested exper-
imentally. Feynman himself described QED as dippy hocus pocus, and Dirac
described it as an ugly theory. QCD has yet more difficulties.

The above calculation is a great improvement, it does not use the Dirac
approximation, criticised earlier in this book, and is the first Baconian expla-
nation of the anomalous g factor of the electron. It can be repeated for other
elementary particles.

165



6.1. GENERAL THEORY

The effect of the vacuum wave/particle of angular frequency w; on an
electron wave/particle of angular frequency w is:

W= w4+ w. (6.132)
The electron’s wave vector is changed analogously:

K — K+ K. (6.133)
The Einstein/de Broglie equations become:

E =h(w+w) =ymc (6.134)

p = h(k+ K1) =ymvo (6.135)

and the Lorentz factor is changed to:

h

For the rest electron:

h T
v = w(wo—kwl) =1+W (6.137)

and as in Eq. (6.125) the anomalous g factor of the electron is:

g=1+~. (6.138)
The de Broglie / Einstein equation:

fw, = ymyc? (6.139)

gives the mass of the vacuum particle.
In UFT 49 on www.aias.us the Hubble constant is defined to be:

H=ac (6.140)

where « is the power absorption coefficient thought to be responsible for the
cosmological red shift. Eq. (6.140) rejects “big bang”, which is refuted in ECE
and ECE2 theory [2]- [13]. Big bang has also been refuted experimentally.
Now introduce the new equation:

H = v(vac) aq (6.141)

where v(vac) is the velocity of the vacuum frame with respect to a static
elementary particle and in which oy is a universal power absorption coeffi-
cient. These ideas are derivable from ECE 2 relativity. The Hubble constant
in S.I. units is:

H =2333 x 1071071 (6.142)
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and the velocity of the vacuum particle can be identified with that of the aether
frame:

v(vac) = 0.068 c. (6.143)
Therefore the Hubble constant is:

H = 0.068 car(universal). (6.144)
It is proposed that « is a universal constant with S.I. Units of:

a(universal) = 1.1444 x 10~ m™~! (6.145)
and the conventional spectroscopic units of:

a(universal) = 1.144 x 1072 neper cm ™. (6.146)

The Hubble constant no longer indicates that distant objects recede in an
expanding universe. It means that light from distant objects is absorbed to a
greater extent in an universe in equilibrium, an equilibrium between elemen-
tary and vacuum particles. The anthropomorphic concepts of beginning and
end of the universe become irrelevant.

Compton scattering theory has been developed in the classic UFT 158 to
UFT 248 and can be applied in the present context as described in notes 339(5)
to 339(7). The original theory of Compton scattering has been greatly devel-
oped in UFT 158 to UFT 248, and relied on the scattering of an assumed mass-
less photon from a massive electron. It was shown in these UFT papers that
the original theory collapses completely when attempts are made to modify it
for two particles with mass. The reason is that Compton scattering is elastic
scattering, whereas particle collisions in general are inelastic and endoergic.
In general there is transmutation, so the particle collision process is:

A+B—C+D+E (6.147)

where F is the energy released in the collision. It follows that the collision of
the massive vacuum particle with a massive elementary particle produces en-
ergy from the ECE 2 vacuum. Crossover symmetry in particle physics implies
that:

A+C—-B+D+E (6.148)

where the bar denotes antiparticle.
In elastic collisions:

E=0 (6.149)
and elastic Compton scattering is denoted as:

Y+e = y+e. (6.150)
By crossover symmetry:

y—=et (B—0) (6.151)
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and

e —»~(C— B) (6.152)
giving the annihilation of a positron and electron to give two photons:

e +et — 2. (6.153)

In UFT 171 it was shown that an elastic, Compton type, theory cannot be
applied to equal mass scattering, such a procedure produces nonsense. The
correct theory must be inelastic with release of energy E:

e +et =2y +E. (6.154)

Electron positron annihilation is well known ot be the basis of experiments
for example at CERN. These produce many types of elementary particle as is
well known. Similarly the scattering of a photon with mass from an electron
makes sense if and only if:

vy+e —=vy+e +E. (6.155)

Similarly the collision of two massive vacuum particles (denoted “vac”)
may lead to transmutation as follows:

vac+vac - A+ B+ E (6.156)

where A and B are elementary particles and E is energy from the ECE 2
vacuum. It is known experimentally that electron positron pairs emerge from
the vacuum:

vac+vac — e +et + E. (6.157)
The conservation of parity inversion symmetry requires that:
vac+vac = e +et + FE (6.158)

because a vacuum particle has finite mass. A particle is its own antiparticle
only if it is massless, and in ECE 2 there are no massless particles. This means
that there exists a vacuum antiparticle. Synthesis of matter in the universe
therefore occurs by:

vac +vac -+ A+ A+ E. (6.159)

where A and A denote any particle and antiparticle from which evolve stars,
planets, galaxies and so on using well known processes. If m; denotes the mass
of the vacuum particle, its collision with a static elementary particle of mass
mg is governed by the law of conservation of energy:

ymic? + moc® = y'msc® ++"'myc? + E (6.160)

in which new particles of mass m3 and my4 appear. This process is detailed in
Note 339(7).
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6.2 Numerical Analysis and Graphics

6.2.1 Graphical Demonstration of Vector Potential Prop-
erties

We demonstrate some properties of the vector potential in order to explain

that it is difficult to assess the type of vector potential from its appearance.
First we consider a dipole vector field in two dimensions:

_ X=Xq _ X+Xe
AXY)=q <((X‘X0)y2+y2)3/2> + <((X+X°)§+Y2>3/2> . (6.161)
(X =X0)2+Y?2)%/? (X+X0)2+Y?2)%/?
The direction vectors of this field have been graphed in Fig. 6.1, together with
the equipotential lines following from the Coulomb-type potential
q1 q2

V(X,Y)= 7+ -
(X — X0)2+Y?) (X — X0)2+Y?)

(6.162)

The two values of charges were chosen different from each other: ¢ =1, g =
—1.6. As a result, the potential and dipole field at the right hand side is much
more contracted than at the left, and a rotational structure of directional
vectors can be seen at the right hand side. Nevertheless, the curl of a dipole
field vanishes as can be calculated from Eq. (6.161):

V x A(X,Y) = 0. (6.163)

This seems not to be as expected at a first glance.

As a second example we consider the vector potential of an infinitely ex-
tended solenoid in cylindrical coordinates (r, 6, Z). From electrodynamics is
known that the corresponding vector potential has only a 6 component. It rises
linearly within the solenoid (until radius a) and drops hyperbolically outside:

<
Ay = fr2 forr<a (6.164)
f% for r > a

where f is a factor. The Z component of the curl of this vector potential is

2f forr<a

) (6.165)
0 forr > a

(VxA)Z:{

the other components are zero. This describes the fact that an idealized infi-
nite solenoid contains a homogeneous magnetic field inside, and the magnetic
field vanishes outside as is the case for the Aharonov Bohm effect. The vector
potential is graphed in Fig. 6.2 with some circles describing isolines of the
magnitude of A. Although the structure of this potential is very regular com-
pared to Fig. 6.1, the curl does not vanish in the inner part. The curl follows
from the coordinate dependence of the A components in a quite intricate way.

Fig. 6.2 may serve as a demonstration of the potential for the Aharonov
Bohm effect where the solenoid normally has a torus-like, closed form. Inter-
preting A as a vacuum potential, it may even be permitted that the curl does
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not vanish outside. According to newest experimental results there may fluc-
tuating electric and magnetic fields be present in the vacuum on a very short

time scale. This justifies the approach for electron spin resonance (Eq. (6.49))

in this paper.
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Figure 6.1: Equipotential lines and direction vectors of a dipole field.
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Figure 6.2: Vector potential and lines of equal magnitude for an infinite
solenoid (cross section). The red circle indicates the radius of the solenoid.
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Chapter 7

Precessional Theory

7.1 General Theory

ECE 2 theory gives an exact description of light deflection due to gravity and
also of planar orbital precession, as described in UFT 342 and UFT 325, where
a fundamental new hypothesis was introduced, one that imposed an upper
bound on the Lorentz factor. It was shown in UFT 325 that massive particles
such as electrons can travel at the speed of light without violating fundamental
laws. This fact is well known experimentally at accelerators such as SLAC
and CERN, which routinely accelerate electrons to ¢. The new hypothesis
of UFT 325 also means that photons with mass can travel at ¢. In UFT 328
planar orbital precession was described without additional hypothesis simply
by simultaneously solving the hamiltonian and lagrangian of ECE2 theory.
None of these methods use the incorrect and obsolete Einstein theory.

The planetary precession of the perihelion is known experimentally with
claimed accuracy, although there have been severe criticisms by Myles Mathis
and others, developed in the UFT papers on www.aias.us [2]- [13]. Accepting
the experimental claims for the sake of argument, the experimental data are
summarized empirically as follows:

[0

_ 1

"1 cos(x0) (7.1)
3MG

x 2o (7.2)

in plane polar coordinates (r,6). Here M is the mass of an object around
which an object m orbits. G is Newton’s constant, ¢ is the universal constant
known as the vacuum speed of light and « is the half right latitude of the
orbit, for example a precessing ellipse and € is the eccentricity. Both « and €
are observable with precision. In the solar system x is very close to unity.

As in previous chapters the ECE 2 lagrangian is:

2

.,%:—T—U (7.3)
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and the ECE 2 hamiltonian is:
H=~mc®*+U (7.4)

in which the Lorentz factor is:

y = (1 - ”]2V>1/2. (7.5)

c2

Note carefully that v is the Newtonian velocity. The experimentally observ-
able velocity is always the relativistic velocity:

v ="7vy. (7.6)

In these equations U is the potential energy of attraction between m and M.
The Euler Lagrange analysis of UFT 325 and UFT 328 defines the relativistic
angular momentum:

L =~ymr?0 (7.7)

which is a constant of motion:

dL

The Newtonian and non precessing planar orbit is:

@
R — 7.9
"7 + ecosf (79)
and is described by the non relativistic hamiltonian:
L5
H= 2MUN +U (7.10)
and non relativistic lagrangian:
Lo o
Z = 5MUN — U. (7.11)
In this case the non relativistic angular momentum:
Lo = mr26, (7.12)
is the constant of motion:
dLy
— =0. 7.13
i (7.13)
The relativistic angular velocity is
db
=— 7.14
w=— (7.14)
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and the non relativistic angular velocity is:

_dby

_ %o 1
wo =~ (7.15)

The relativistic orbital velocity is defined as follows in terms of the rela-
tivistic angular momentum:

L? dr\?
2 _ 2 ar
v= m2rd (7“ + (d@) ) . (7.16)

From Egs. (7.1) and (7.16):

2 2.2
v? = L < ! e sin2(x0)> . (7.17)

m2 r2 a?

Eq. (7.6) means that:

2
v? = N (7.18)

From Eq. (7.9):

L2 /1 2
vy = =2 < + & sin? 9). (7.19)

m2 \ r2 a?

It follows from Egs. (7.18), (7.17) and (7.19) that:

2 (1 €2 o2
(L s sin®(z0) | = il (7 Sl 9) (7.20)
e 1= ()" (G g sin®0) |

an equation which is analyzed numerically and graphically later in this chapter.
It is demonstrated that () from Eq. (7.20) is a precessing ellipse. This
confirms the results of UFT 328 and shows that ECE 2 relativity produces a
precessing ellipse directly from the lagrangian and hamiltonian, without any
additional assumption. This theory is Lorentz covariant in a space of finite
torsion and curvature and is part of the ECE 2 generally covariant unified field
theory.

In UFT 343 the Thomas and de Sitter precessions are developed with
ECE2 relativity. In the standard physics, Thomas precession is the rota-
tion of the Minkowski line element and de Sitter precession is the rotation
of the Schwarzschild line element. In previous UFT papers [2]- [13] it has
been shown that the derivation of the Schwarzschild line element is riddled
with errors, notably it is based on an incorrect geometry without torsion. The
Thomas frame rotation in the Newtonian limit is:

01 = 0 + wpt (7.21)
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where wy is the constant angular velocity of frame rotation. The angle 6, is
that of a rotating plane polar coordinate system denoted (r,6;). The total
angular velocity is defined by:

do, do
_abh _ 22
wi=—r =t (7.22)
and the classical lagrangian is:

1
& = 5mu‘f -U (7.23)

where:

dr\? o, \*
v%(d:) 42 <dtl> . (7.24)

The Euler Lagrange equations are:

0% doA
= —— 7.25
001 dt 00 ( )
and
0% doA
= — 7.26
or dt or ( )
from which the conserved angular momentum in the rotating frame is:
de
Ly = mr27; = L + wgmr? (7.27)
where
de
L=mr*— 7.28
mr ( )

is the conserved angular momentum of the static frame (r,6). Both L; and L
are constants of motion.
The hamiltonian in the rotating frame is:

1 (dr\®> 1 L2
where:
M
UG = -1 G (7.30)

is the gravitational potential. As shown in Note 343(2) the hamiltonian pro-
duces the rotating conic section:

1+ €1 cos(f + wet)

. (7.31)
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in which the time is defined by:

t=/<§l(H—U)— Li )1/2dr. (7.32)

m2r2

Egs. (7.31) and (7.32) can be solved simultaneously by computer algebra to
give r in terms of 6. As shown in Note 343(4):

(1 /a 2 2 \'?
0 = cos 1(61 (;—1)>—w9/<m(H_U)_m2;2> dr (7.33)

an equation that can be inverted numerically to give a plot of r against 6, the
required orbit.
The orbit of de Sitter precession follows immediately as:

aq

= 7.34
"T1r €1 cos(xbq) (7.34)
where it is known experimentally that:
3MG
=1- . 7.35
x Za, (7.35)
The half right latitude of the rotating frame is:
L}
= 7.36
N 2MG (7.36)
and the eccentricity in the rotating frame is:
o, L2 \'/?

The reason for Eq. (7.34) is that de Sitter or geodedic precession is defined
by rotating the plane polar coordinates system in which the precession of
the planar orbit is observed. The original method by Sitter was much more
complicated and based on the incorrect Einstein field equation.

In contrast, Eq. (7.34) is rigorously correct and much simpler, and based
on the theory of ECE 2 relativity.

The orbital velocity from Eq. (7.31) is:

L? dr\?
= L (rz N (d()) ) (7.38)

in which the relativistic velocity is:

v\ !
v =3, (1 — évzl) . (7.39)
The relativistic velocity is the one defined by Eq. (7.34):
L? (1 2%
v? = — <r2 + sm2(x01)> . (7.40)
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It follows that:
2(1 € 2
2 /1 2 2 L3 (72 + & sin 91)
( + “sin2(x01)> - ! (7.41)

2\ 2 2 2 2
m r « _ (L 1 €1 2
1 (mrc) (’I‘2 + a? Sm 91)

in which both L and L; are constants of motion. Here 6, is defined by:
0, = 6 + weyt. (7.42)

The velocity of the Thomas precession is: the relativistic velocity:

2
2 (1 € : 2
Ll (7"72 —+ :I% Sin 91)

2
vy = (7.43)
L= ()" (3 + st o)
1
and the Thomas angular velocity (the relativistic angular velocity) is:
Qp = vr (7.44)

r

This was used in UFT 110 to define the Thomas phase shift.

In the numerical analysis and graphics of UFT 343 it is shown that the
Thomas precession produces a precessing orbit, which is therefore produced
by rotating the plane polar coordinate system.

Planetary precession can also be thought of as a Larmor precession as
described in UFT 344, it is the Larmor precession produced by the torque
between the gravitomagnetic field of the sun and the gravitomagnetic dipole
moment of the planet. In general any astronomical precession can be be ex-
plained with the ECE 2 gravitational field equations. This goes beyond what
the obsolete Einstein theory was capable of. In UFT 318 the ECE 2 gravita-
tional field equations were derived in a space in which equation are Lorentz
covariant, and in which the torsion and curvature are both non zero. This is
known as ECE 2 covariance. In UFT 117 and UFT 119 the gravitomagnetic
Ampere law was used to describe the earth’s gravitomagnetic precession and
the precession of the equinox.

Consider the magnetic dipole moment of electromagnetism:

e
m =

-= (7.45)

where —e is the charge on the electron, m its mass and L its orbital angular
momentum. The following torque:

Tq=mxB (7.46)

is produced between m and a magnetic flux density B. Such a torque is
animated by the well known Evans Pelkie animation on www.aias.us and
youtube. The Larmor pecessional frequency due to the torque is:

eg
= 7B .4
wr, om (7 7)
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where ¢ is the Landé factor described in previous chapters.

This well known theory can be adapted for planetary precession by cal-
culating the gravitomagnetic dipole moment and using the orbital angular
momentum of a planet. The charge —e on the electron is replaced by the
orbiting mass m, so the gravitomagnetic dipole moment is:

m

m

L (7.48)

1
7 2

" 2m

and is a constant of motion. The orbital angular momentum is defined by:
L=rxp=mrxv (7.49)

where v is the orbital velocity of m and where r is the distance between m
and M. Therefore:

m, = %r X V. (7.50)

In general this theory is valid for any type of orbit, but for a planar orbit:
L = mruk. (7.51)

A torque is formed between m, and the gravitomagnetic field €2 of ECE 2
general relativity:

Tq=m, x (7.52)
resulting in the gravitomagnetic Larmor precession frequency:

Wy = %QTQ (7.53)
where g, is the gravitomagnetic Landé factor. The precession frequency of a
planet in this theory is the gravitomagnetic Larmor precession frequency. For
example consider the sun to be a rotating sphere. It rotates every 27 days or
so around an axis tilted to the axis of rotation of the earth, so Lear¢n 1S not
parallel to Lg,, and there is a non zero torque. The gravitomagnetic field of
this rotating sphere in the dipole approximation is:

Qo = 2 (L~ 3 (L - ) F) (7.54)

Here r is the distance from the sun to the earth. The rotation axis of the sun
is tilted by 7.25° to the axis of the earth’s orbit, so to a good approximation:

Loy T ~ 0 (7.55)

and in this approximation:

2G

stun::
62T3

L. (7.56)
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The torque is therefore:

G

Tq= "
a c2r3

Learth X Lsun (757)
and is non zero if and only if Lg,, and Leatn are not parallel, where Leartn 1S
the angular momentum of the earth’s spin and Lg,y is that of the sun’s spin.
The angle subtended by Leatn and L,y is approximately 7.25°.

The magnitude of the angular momentum of the sun can be modelled in
the first approximation by that of a spinning sphere:

2
L=wl= gMR2 (7.58)
where I is the moment of inertia and R the radius of the sun. Therefore the

magnitude of the gravitomagnetic field of the sun is:

MGw
Qsun = —— 7.59
5¢2R (7.59)
where w is its angular velocity. After a rotation of 27 radians:
27
= — 7.60
w== (7.60)
where T is about 27 days. Therefore:
T™7To 1
Qsun = = — = 7.61
5RT (7.61)
where:
2MG
ro=—5-= 2.95 x 10> m (7.62)
and where the radius of the sun is:
R = 6.957 x 10° m. (7.63)
In one earth year (365.25 days):
™70 1
Qsun = 365.25 x 24 x 3600 — — — 7.64
S RT (7.64)
in radians per year.
The Larmor precession frequency at the distance R is:
wr, = 1.802 x 107% g.grads™* (7.65)

where geff is the gravitomagnetic Landé factor. The observed perihelion pre-
cession of the earth at the earth sun distance is:

w(perihelion) = 5.741 x 10~*! rads™*. (7.66)
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Therefore the earth’s gravitomagnetic Landé factor is:

w

Josr(earth) = 269. (7.67)
Each planet has its characteristic gog and in general every object m in orbit
around an object M has its own geg. This theory is rigorously correct and is
again much simpler than the incorrect Einstein theory. In general, perihelion
precession is a Larmor precession frequency:

™ 7“0) 1
= — =) =. 7.68
wr, Geft 10 (R T ( )
In one earth year, or revolution through 27 radians, the precession frequency
at the point R is:

™ To 1
— 365.25 x 3600 X 24 gogr —— (7) - 7.69
wr, x 3600 X 24 geg 0 \®)T (7.69)

The experimentally observed precession of the perihelion is:

6rGM

WL =L (1—e€2)

(7.70)

Later in this chapter this theory is developed numerically and graphically
using spherical polar coordinates.

The well known geodetic and Lense Thirring precessions can be calculated
straightforwardly in ECE 2 theory as in UFT 345. Consider the gravitomag-
netic field of the earth in the dipole approximation [2]- [13], first used in
UFT117:

2 MGR?
where the earth is considered to be a spinning sphere. In Eq. (7.71), M is
the mass of the earth, R is the radius of the earth, r is the distance from the
centre of the earth to a satellite such as Gravity Probe B, w is the angular
velocity vector of the earth and n is the unit vector defined by:

r
= —. 72
n=— (7.72)

Gravity Probe B was in polar orbit, orbiting in a plane perpendicular to the
equator in a geocentric orbit. The angular velocity vector of the spinning earth
is:

w =wk (7.73)

because the earth spins around the k axis perpendicular to the equator. The
distance between the centre of the earth and Gravity Probe B is defined in the
plane perpendicular to k:

r=Yj+ Zk (7.74)
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SO:

r2 r2

w—3n(w-n):w<<1—322>k—3YZj>. (7.75)

The experimental inclination of Gravity Probe B was almost exactly 90°.
Therefore in the dipole approximation, as in UFT 117:

2 2
Q2MGRW(<1?’Z>1<3YZJ'). (7.76)

5 ¢2r3 r2 72

The Gravity Probe B spacecraft carried precision gyroscopes which are cur-
rents of mass and which are therefore gravitomagnetic dipole moments (m).
The torque between the earth and the spacecraft is:

Tq=m x Q (7.77)
and produces the Larmor precession frequency:

Qur = %|9|. (7.78)
This is known in the standard literature as Lense Thirring precession. The

relevant data are as follows:

M =5.98 x 10* kg
R=6.37x10°m
r=7.02x10m

7.79
c=2.998 x 108 ms™! ( )
G =6.67x 10" ' m3kg1s72
w=7.292x 10 °rads™ "
At the equator:
w-n=0 (7.80)

and the magnitude of the gravitomagnetic field of the earth from Eq. (7.76)
is:

Q=152x10""rads™! (7.81)
compared with the experimental value from UFT 117 of:
Q(exp) = 1.26 x 10" rads™. (7.82)

More generally:

A
w-n= ?wk (7.83)
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and:
Z
3n(w-n) = Sr—;’ (Yj+ ZK). (7.84)
It follows that:
3wZ (Y Z
w—3n(w~n):wk—w(j+k). (7.85)
r r r
Defining;:
Z Y
sinf = —, cosf = — (7.86)
r r
then:
w—3n(w-n)=w(—3sin’ 0k — 3sinfcosfj). (7.87)
Therefore the Lense Thirring precession is:
MGR?
QLT:5Trgw’(1—351n29)k—3sin0(2050j|. (7.88)

Later in this chapter an average value of the precession is worked out and
the latitude identified for precise agreement with Gravity Probe B. In general
the Lense Thirring precession depends on latitude, so it is assumed that the
experimental result is an average. It is not clear from the literature how the
Lense Thirring effect is isolated experimentally from the geodetic precession.
For the sake of argument we accept the experimental claims.

The analogue of Eq. (7.71) in magnetostatics is:

Ho

B = i (m —3n(m-n)) (7.89)

where pg is the magnetic permeability in vacuo. In Eq. (7.89) m is the mag-
netic dipole moment:

m=—_"L. (7.90)
2m

The gravitomagnetic vacuum permeability of the ECE 2 field equations is:

e
HoG = — (7.91)
C
SO:
G
Q= 53 (my —3n(m, - n)) (7.92)

where the gravitomagnetic dipole moment my is defined in analogy to Eq. (7.90)
by

1
m, = ;L. (7.93)
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The angular momentum of the spinning spherical earth is:

2
L= gMR% (7.94)
so:
MGR?
Q= MGR w = 49.4 millarcsec per year. (7.95)
5¢2r3

The geodetic precession is is calculated from the same starting equation as
the Lense Thirring precession:

6. Ma

=%, |w —3n (w-n). (7.96)

The vector r is defined by Eq. (7.74) because Gravity Probe B was in polar
orbit once every 90 minutes, giving an angular velocity of:

2T

_ _ -3 —1
w—90x60—1.164><10 rads™". (7.97)

As seen from a frame of reference fixed on Gravity Probe B, the earth rotates
at a given angular velocity, generating the angular momentum:

L=Mrw (7.98)

for an assumed circular orbit, a good approximation to the orbit of Gravity
Probe B. If it is assumed that:

w = wyi (7.99)

perpendicular to the polar orbit, then:

MGw
= S (7.100)
For the earth:
MG
5z = 2.12175 x 103 m. (7.101)

If it is assumed that r is the distance from the centre of the earth to Gravity
Probe B then:

r=7.02x10°m (7.102)
giving:
Q=3.677x 10" Brads™ . (7.103)

The experimental claim is:

Q(exp) = 1.016 x 10~ rads™". (7.104)
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The theory is in good agreement with the experimental claim. It has been
assumed that the angular momentum needed for Eq. (7.96) is generated by a
static earth in a rotating frame. This is the passive rotation equivalent to the
active rotation of Gravity Probe B around the centre of the earth in a polar
orbit once every ninety minutes. Exact agreement with the experimental data
can be obtained by assuming an effective gravitomagnetic Landé factor, or by
assuming that the rotation is described more generally by:

w=wxi+ wy] (7.105)
and
r=Yj+ Zk. (7.106)

Later on in this chapter, computer algebra and graphics are used to evaluate
the magnitude:

z=|w—3n(w-n)| (7.107)

from Eqgs. (7.105) and (7.106). Therefore exact agreement with Gravity Probe
B can be obtained from the gravitational field equations of ECE 2.

These field equations can be used to explain any astronomical precession
in terms of magnitude of vorticity and the result can be expressed in terms
of the tetrad and spin connection of Cartan geometry. This theory can be
applied to the Lense Thirring, geodetic and perihelion precessions to give exact
agreement in each case in terms of the vorticity of the underlying mathematical
space of the ECE 2 theory. The perihelion precession in this type of theory
is developed in terms of the orbital angular momentum of the sun as seen
from the earth. In general any precession can be developed in terms of the
magnitude of the vorticity spacetime, which can be expressed in terms of a well
defined combination of tetrad and spin connection. This combination appears
in the ECE 2 gravitational field equations.

As shown in Notes 346(1) to 346(3) any precession can be described in the
dipole approximation in terms of angular momentum L:

G L x G
Q= |Vx 2| =
2c2 r3 2c2r3
When this equation is applied to perihelion precession of the earth about the
sun, r is the distance from the earth to the sun. If the sun is considered to

rotate about an axis k, the plane of the earth’s orbit is inclined to the plane
perpendicular to k at an angle of 7.25°. So as in Note 346(3):

% (; ~L) - L‘ . (7.108)

r =iX cosf + kX sind + Yj. (7.109)
The observed precession of the earth’s perihelion is:

Q = (0.05+0.012)" a year = 7.681 x 10~ rads™!. (7.110)
From the earth, the sun appears to be orbiting with an angular momentum:

L= Mriw (7.111)
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where M is the mass of the sun, and where w is the angular frequency of the
orbit. The earth rotates around the sun once every year, or 3.156 x 107 sec,
so:

2

_ —1
W= e 107 rads (7.112)
Using:
r=1.4958 x 10" m (7.113)
M
MG 475 % 10°m (7.114)
C

the perihelion precession is found to be:

Q =0.981 x 10" rads™!. (7.115)
The experimental result is:

Q(exp) = 7.681 x 10" *°rads™". (7.116)

Exact agreement can be found by using an effective angular momentum L.
The above theory has used a circular orbit in the first approximation.

The fundamental assumption is that the orbit of the earth about the sun
produces a torque:

Tq=my x Q (7.117)

where m, is the gravitomagnetic dipole moment:

1
my, = §L (7.118)
and where €2 is the gravitomagnetic field. Here L is the orbital angular mo-
mentum. The gravitomagnetic field is the curl of the gravitomagnetic vector
potential:

Q=VxW, (7.119)
SO:
G
Wg = WL X r. (7120)

In direct analogy, the Lense Thirring precession of the earth with respect to the
sun is due to to the latter’s spin angular momentum about its own axis. The
sun spins once every 27 days about its axis, so the relevant angular momentum
in this case is the spin angular momentum of the sun:

2
Leun = gMR%; = lw. (7.121)

186



CHAPTER 7. PRECESSIONAL THEORY

Similarly the Lense Thirring precession of Gravity Probe B is due to the spin
of the earth every 24 hours. This spin produces a mass current and a gravito-
magnetic dipole moment:

m,(spin) = %Ls (7.122)
due to spin angular momentum.

The perihelion precession of the earth is a geodetic precession caused by an
orbital angular momentum, the orbital angular momentum of the sun, which
is observed in a frame of reference fixed on the earth.

As in previous chapters the magnetic flux density B of ECE 2 theory can
be defined by curvature through the W potential:

B=VxW=VxA+4+2w, xA. (7.123)

The A potential is defined by torsion, and w; is the spin connection vector.
In precise analogy the gravitomagnetic field is defined by:

ND=VxW;=VxA;+2w, x A, (7.124)
where:
Ag‘ = (®4,cAy) (7.125)

and where ®, is the scalar potential of gravitation. Note that W, has the
units of linear velocity, so:

Q=V xv, (7.126)

which defines the gravitomagnetic field as a vorticity in analogy with fluid
dynamics. This analogy is developed later in this book in chapters eight and
nine. The vorticity is that of spacetime, or the aether or vacuum.

It follows that any precession can be defined precisely as follows:

1 1

Q=-|Q| = |V x vy (7.127)
2 2

so all precessions of the universe are due to the vorticities of ECE 2 spacetime,

vacuum or aether. If it is assumed that:

V-v,=0 (7.128)

then the spacetime is inviscid, and in chapters 8 and 9 it is shown that space-
time is in general a fluid. The field equations of fluid dynamics can be unified
with those of electrodynamics and gravitation.

The equations of gravitomagnetostatics are:

4G
VxQ:me::—QJm (7.129)
where:
1
K= Gd- ws. (7.130)
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Here J,, is the current density of mass, q is the tetrad vector, w; is the spin
connection vector, and (9 is a scalar with units of metres. It follows from
Eq. (7.129) that

V. VxQ=V - kxQ2=0. (7.131)
Now use:

V. i(kxQ)=Q - (Vxkr)—k-(VxQ)=0 (7.132)
so:

Q- (VxkK)=Kk-V x. (7.133)

One possible solution is:

Q =v4K (7.134)
where:

vg = |vgl. (7.135)
Therefore the ECE 2 equation of any precession is:

D=V xXvy, =19,k (7.136)
where:

1 1 q
These are generally valid equations without any approximation, and are based
on Cartan geometry.

In the dipole approximation:

a- S v (L”) (7.138)

2c2 73

and comparing Egs. (7.136) and (7.138):

L xr. (7.139)

V, = ——
97 2e2p3

This is also an expression for the W, potential. Finally:

k=Y v« (L . r) = 3V x (Lxr) (7.140)

- 2¢%v, r3 r3|L x r|

which shows that any precession is due to Cartan geometry, Q. E.D.

Later in this chapter a numerical analysis with graphics is given using
computer algebra to check the above calculations.

Using ECE 2 relativity and the minimal prescription the hamiltonian for
a particle in the presence of a gravitomagnetic potential can be defined. The
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lagrangian can be calculated from the hamiltonian using the canonical mo-

mentum and the relevant Euler Lagrange equations used to derive the grav-

itomagnetic Lorentz force equation. In the absence of gravitomagnetism this

equation reduces to the Newton equation. The precession frequency of the

Lorentz force equation is an orbital precession frequency of any kind. This

method gives a simple general theory of precession in ECE 2 relativity.
Consider the gravitomagnetic minimal prescription:

p— P+ mvy (7.141)

in which the linear momentum of a particle of mass m is incremented by the
gravitomagnetic vector potential:

W, = v,. (7.142)
The free particle hamiltonian becomes:

1 p? 1 1
H= o (p+mvy) - (p+mvy) = o + imvﬁ + §L QY (7.143)

where the orbital angular momentum is:

L=pxr (7.144)
and the gravitomagnetic field is the vorticity:

QN =V xv,. (7.145)
Any orbital precession frequency is defined, as we have argued earlier in this

chapter, by:

1
Q= 5‘9‘ (7.146)
Consider an object of mass m in orbit around a mass M. The central gravi-
tational potential is:
MG
Ulry=-" (7.147)

r

and the hamiltonian is:

H= % (p+mvy) - (p+mvy) +U(r). (7.148)

This reduces to the Newtonian hamiltonian:

H:£i+Wﬂ (7.149)

2m

in the absence of a gravitomagnetic field. The Newtonian hamiltonian pro-

duces the conic section orbit:
o

" 1+ ecosf (7.150)
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The hamiltonian (7.148) can be developed as:

2
p 1 45 1
H= om + 5V + §L -, +U(r) (7.151)
as shown in all detail in the Notes accompanying UFT 347 on www.aias.us.
The lagrangian is calculated from the hamiltonian using the methods of

classical dynamics and the canonical momentum:

0¥
== 7.152
where ¢ is a generalized coordinate. Denote:
1
= = 7.153
= (p+mvy) ( )
then:
H=p - r—-2. (7.154)
The lagrangian is therefore:
1
Z = im(ermvg) (p+mvy) —U(r) —mi - v,. (7.155)
The relevant Euler Lagrange equation is:
d (0%
L=—|—=). 7.156
v dt ( or ) ( )
The left hand side of this equation is:
1
V&=V <2mi'-1"— U(r)) —mV (- vy). (7.157)

In general:
V(- vy) =0 -V)vg+(vy- V)Ii+1 X (V xvy)+vyx(V xi) (7.158)
and reduces to
V(i -vy) =({-V)vg+1x(V xvy) (7.159)

if it is assumed that:

(vy-V)i=0 (7.160)
and

V xi=0. (7.161)
So:

VL =-VU@F) —m (- V)vy+1x(V xvy)). (7.162)
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The right hand side of Eq. (7.156) is:

d (0L d )
The total or Lagrange derivative must be used as follows:
dUgX (9’UgX 8X 8UgX
_ oa ... 164
a o \ar)J\ax )7 (7.164)
Therefore:
dvy Ovy .
and
d (0% . ovg .
pn <8r> =mi—m <8t + (- V) vg) . (7.166)
The Euler Lagrange equation is therefore:
d (0% .. ovg .
l.e:
.. ovy .
mi=-VU(r) + Mg — mi X (V xvg). (7.168)
Now define:
meog = —=U(r) (7.169)
and:
N =V xv, (7.170)

to find the gravitomagnetic Lorentz force equation:

F=mi=-m(E, + 1 x Q) (7.171)
where:
ov
E,=-V¢, — (Ttg (7.172)

is the gravitomagnetic analogue of the acceleration due to gravity in ECE 2
relativity.

The precession of any orbit is therefore governed by the gravitomagnetic
force law (7.171) with precession frequency (7.146).

From Egs. (7.169) and (7.147):

_ MG
B T

o (7.173)
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and it follows that:

V¢g = _TTeT (7174)
so:
MG ov
E,="—-e — -2 1
9 - e, ot (7.175)
The gravitomagnetic Lorentz force is therefore:
M
F:mi’-:—mTGe,«—Fm%—mf‘xQ (7.176)
where:
— L ptmvy) (7.177)
B=—(p+mvy). .

In the absence of a gravitomagnetic field Eq. (7.176) reduces to the Newtonian:

mMG
-

F=mf= e,. (7.178)

For a planar orbit it is well known that:

. dr d . .
vEi=— = (re;) =re, + rbeg (7.179)
in the absence of a gravitomagnetic field. The acceleration in the absence of a
gravitomagnetic field is:

. dv d

a=f=—=- (rer + r@eg) (7.180)

an expression which gives rise to the well known centrifugal and Coriolis forces.
So the gravitomagnetic force terms occur in addition to these well known
forces, and result in precession, whereas the centrifugal and Coriolis terms do
not result in a precessing orbit as is well known.

The gravitomagnetic field €2 is governed by the gravitational equivalent of
the Ampere Law [2]- [13]:

4nG
VxQ= :TJQ (7.181)

where J is the localized current density of mass, analogous to electric current
density in electrodynamics. The gravitomagnetic vacuum permeability is:

4G

Hog = — 5~ (7.182)
and the gravitomagnetic four potential is:
Wi = (¢g,cWy). (7.183)
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In UFT 328 it was shown that simultaneous solution of the hamiltonian and
lagrangian leads to orbital precession. The above analysis confirms that find-
ing.

It can be shown as follows that a new type of precessing ellipse emerges
from the hamiltonian (7.148), so this is the simplest way of describing any
precession. The precessing ellipse obtained in this way is a rigorous and ac-
curate description of the experimentally observed orbit because the observed
precession frequency is used in the equations. The calculated precessing ellipse
is similar in structure to:

(67

Ty e cos(z0)

(7.184)

but in this new theory x is no longer a constant. For a uniform gravitomagnetic
field the Lorentz force equation reduces to a precessional Binet equation. The
orbit calculated from the hamiltonian can be used in this precessional Binet
equation to give the force law. Later on in this chapter a description is given
with graphics of the methods used to produce the precessing orbit.

For a uniform gravitomagnetic field:

N (7.185)

g

where (2 is the observed precessional frequency. As in the Notes for UFT 347
on www.aias.us the hamiltonian (7.148) may be developed as:

1
H=om (v +0]) + QL+ U(r) (7.186)

where L is the constant magnitude of the angular momentum:
L=rxp (7.187)

and where 2 is the observed precession frequency, considered to be a Larmor
precession frequency. Egs. (7.185) and (7.186) give

1
H=gm (V* + *r*) + QL+ U(r) (7.188)

where:

dr\? o>
v? = <d§> 42 <dt> . (7.189)

Therefore the hamiltonian is:

1 dr\*  , (dO\®

H =H-QL= %m <<fl:>2 +1r? (%)3 +U(r) (7.191)
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where
o, \*  (do\?
— ) == Q2. 192
(dt) (dt)+ (7.192)
A hamiltonian of type (7.191) leads to a conic section orbit:
a
_ _ 7.193
" 1+ ecosbt, ( )
Denote:
db, do
_do, _df 194
W=, W= (7.194)
to find that:
w?=w?+ 0% (7.195)
If
A< w (7.196)

then to an excellent approximation:

do, 1/0\?\ do
= (12 _ Nl
dt ( + 2 <w) ) dt (7 97)

l.e.:
1/Q)\?
w1 ~ W <1+2 (w) ) (7198)
So:
1/0)\?
=(1+=(— 1
o (1 (2) ) o
and

6, — / (1 +3 (3)2> o, (7.200)

In Eq. (7.200) w is the angular frequency corresponding to the hamiltonian:

_n
2m

and is defined by:

Hy +U(r) (7.201)

b o o (7.202)

mr?
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In Eq. (7.202):

Qo

_ 2

" 1+ e€gcost (7.203)
therefore:

1 2,4 2 4

— - - UL (7.204)

w L3 L3 (14 €gcosb)
and

2,402
0, — / L. ) (7.205)
2(1+egcos)” L2

This integral is evaluated numerically later in this chapter. The orbit is:

(67

R S 7.206
" 1+ ecosb; ( )

and it is demonstrated numerically that this is a precessing orbit, Q. E. D.
Therefore the minimal prescription (7.141) is enough to produce a precess-
ing orbit.
In the = theory of previous UFT papers it was assumed that:

0, = 0. (7.207)

In this more accurate theory it is seen that x depends on 6. The most accurate
theory of precession in ECE 2 is UFT 328, which is rigorously relativistic and
which solves the relativistic hamiltonian and lagrangian simultaneously. How-
ever UFT 328 uses a scatter plot method and does not give a known analytical
solution. The method described above gives an analytical solution in the non
relativistic limit. In the above theory the constant angular momenta are:

do N

L= mr2ﬁ, Ly =mr e (7.208)
the half right latitudes are:
L? L3
R = 7.209
m2MG’ T mEMG ( )
and the eccentricities are:
2H,L?
2 1
€ 1+ s Vel (7.210)
and
2HL?
2 _ 0
=1+ s VETe? (7.211)
In general:
20302 do
61 =6+ 20 / . (7.212)
2L5 (1 + €ocosb)
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and this integral can be valuated analytically as shown later in this chapter.
If it is assumed that:

6, = 26 (7.213)

then:

2 2
=141 (mO‘OQ) /d704 (7.214)
2\ Lo (1 + €gcosf)

and the orbit can be put into the form of an orbit of x theory [2]- [13]:

«

= 21
1+ ecos(z0) (7.215)

r
The orbit (7.206) is graphed later in this chapter and is shown to precess,
Q.E.D. It is generated by the orbital Lorentz force equation:

.. mMG Ovy .
F = mr = 7767- —+ mﬁ — mr X Q (7216)

in which the canonical momentum is:
mi=p+ mvy. (7.217)

In the absence of a gravitomagnetic vector potential v, Eq. (7.216) reduces to
the Leibniz force equation:

B . ‘9 _ mMG
F=m (r —rf ) e =—— 5 er (7.218)
in which:
dr  dv
F=—=—. 7.219
T (7.219)
Therefore the Leibniz equation is:
i—rf% = F(r) (7.220)
and can be transformed to the Binet equation:
d? /1 1 mr?
— | - - =——F(r). 7.221
e (r) T ) (7.221)
The Leibniz equation gives the non precessing conic section:
@
= — 7.222
" 1+ e€cosf ( )
Egs. (7.216) and (7.217) give:
. dv dv mMG ov .
F_mr_m<dt+dtg>__ 2 er—i—ma—tg—mrxﬂg. (7.223)
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To develop this equation consider the Lagrange derivative:

dUiX o aUX 8X 81)}(

= — 4+ —— 224
dt ot ot 0X (7 )
then to first order:
dv ov
22
G- (RY)v (7.225)
where
R 0X oY o0z
= —1i+ — —k. 22
R=% 20" % (7.226)
It follows that:
dv  Ov .
S (R : V) v (7.227)
so Eq. (7.223) becomes:
M .
F = md—v— m2G (R v) —mi x £}
dt o (7.228)
=m (R — 7“92) e,.
Here:
R = Xi+Yj+ Zk = Re, (7.229)
and
and:
R = (R - R9'2) e (7.231)

for a planar orbit. Therefore the orbital Lorentz force equation becomes:

mMG
2 ©r

F:m(R—Ré2)eT:— —(R-V)Vg—mi'xﬂ (7.232)

r

in which the canonical momentum is:
mi=m(v+v,) =m <R+vg). (7.233)

The lagrangian corresponding to this general equation is developed in Note
348(3).

The hamiltonian (7.188) and the orbit (7.206) are based on the assumption
of a uniform gravitomagnetic field defined by:

Q=Vxv, (7.234)
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and:
1
Vg = 59 X T. (7.235)
As in Note 347(2):
1 1
UszEQXI“QXI':E(QQTZ—(Q-I')(Q~I‘)) (7.236)
and if the gravitomagnetic field is perpendicular to the plane of the orbit:

1
vl = 1 Q% r? = Q22 (7.237)

which is Eq. (7.185). In general the lagrangian is:

1
Z = om (P+mvy) - (P+mvy) — (P+mvy) vy —U(r) (7.238)
which can be written as:
1
L =gm (v? =v2) = U(r). (7.239)
From Egs. (7.237) and (7.239) the lagrangian becomes:
1 2,252 2,2
fzim(r +7r°0 —QT‘)—U(T). (7.240)
The rotational Euler Lagrange equation is:
0L do¥
= )= = 241
00 0 dt 90 (7 )

in which the conserved angular momentum is:
L = mr?0. (7.242)

The other Euler Lagrange equation is:

0% do¥

or Tt or (7.243)
which gives the force equation:

_oU . ‘9 9

F(r)——ﬁ—me‘—r(ﬁ —Q)) (7.244)

in which:
mMG mMG
S (7.245)

This is the Lorentz force equation of the precessing orbit (7.206), and as in
Note 348(5) can be transformed to the precessional Binet equation:

F(r)=— L7 <;;2 <1> + i) - mQ?r. (7.246)

mr? r
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7.2 Numerical Analysis and Graphics

7.2.1 Vector Potential and Torque of a Dipole Field

A gravitomagnetic field in dipole approximation has already been analysed
numerically and graphed in chapter 4, section 4.2.1. A scalar potential was
used to construct a dipole field as described there. In this section we compute
the dipole field

Q, =V xW, (7.247)

directly from the gravitomagnetic vector potential according to

G
Wg = ng Xr (7248)
where my is a gravitational dipole moment. For a given m, the vector potential
and gravitomagnetic field can be computed in three dimensions by computer
algebra. (The equations are quite complicated and not shown.) Positioning
the dipole in the Z direction:

0
m, = [0 (7.249)
1

leads to a rotationally symmetric vector potential in the XY plane which
is graphed in Fig. 7.1. The lines of constant values are circles. There are
no Z components of Wy. This can be seen in the 3D vector plot of Fig.
7.2. The vector potential is a type of spherical vortex, being strongest in the
centre. The vector potential has units of a velocity vector whose vorticity is
the gravitomagnetic field. Therefore the arrows in Fig. 7.2 can be interpreted
as velocities directly, showing a hydrodynamical vortex.
An interesting question is what the torque

T, =m, x Q, (7.250)

looks like. This has been graphed in Fig. 7.3. It has a shape similar to the
vector potential but with an essential difference: the torque is zero in the
equatorial plane Z = 0 because it changes sign from below to above and vice
versa. This can be seen when comparing the arrows in Fig. 7.3 with those of
Fig. 7.2. If a planet moves on a non-equatorial orbit around the centre, there
is a torque which takes both directions for one revolution cycle. If the orbit
is a circle, the effects will cancel out but there are changes of velocity of both
signs during one revolution.
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Figure 7.1: Dipole vector potential W in XY plane, only directional vectors
shown within lines of constant absolute value.
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Figure 7.2: 3D view of dipole vector potential W,.

l

Figure 7.3: 3D view of dipole torque field T.
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7.2.2 The Gravitomagnetic Field in Spherical Symmetry
The gravitomagnetic field is given by Eq. (7.92):

Q= ¢ (my — 3n (mg - n)) (7.251)

23
with gravitational dipole moment and angular momentum
1
m, = §L. (7.252)
It depends on space coordinates, X, Y, Z in a cartesian frame. In order to

get an impression on its behaviour in a spherical symmetry we transform it to
spherical coordinates (r, 8, ¢), according to the transformation equations

X =rsinfcos¢ (7.253)
Y =rsinfsin¢ (7.254)
Z =rcosb (7.255)

with radius r, polar angle 6 and azimutal angle ¢. Applying an analogous
transformation for the angular momentum, we obtain an expression for Q(r, 8, ¢).
Using the choice

0
L= 0 (7.256)
1

(in arbitrary units) and restricting € to the XZ plane (¢ = 0), we obtain
(with constants and radius set to unity):

—3 cosf sinfd
Q=2 0 . (7.257)
1 — 3cosh?

The components of this vector have been graphed as a function of ¢ in Fig. 7.4.
The Y component vanishes as expected, the X and Z components are phase
shifted. At the equator (8 = 7/2) and at the poles there is only a Z component.

The structure of the gravitomagnetic field in dipole approximation (7.251)
can further be demonstrated by computing two-dimensional hypersurfaces.
These will be shown for the cartesian components Qx y,z. First we have to
evaluate the full angular dependence in Eq. (7.251) which gives quite compli-
cated expressions. Then we define a constant value Qx v,z = Q¢ for each of
the components. This gives equations which can be resolved for the radial
coordinate 7, defining a hypersurface in 3D. We choose L again to lie in the Z
axis as in Eq. (7.256). Then the equations for the hypersurfaces take the form

r = Ay (cos ¢ cos fsin 0)'/? (7.258)
r = Aj(sin ¢ cos 0 sin §)*/3 (7.259)
_ _ alwn )2)1/3
= A, _
r = As(2 — 3(sinh)?) (7.260)
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with constants A; and Ay. The first hypersurface (for the X component of
Q) has been graphed in Fig. 7.5. The surface for the ¥ component looks
the same but is rotated by 90° around the Z axis. These have a shape of
atomic p orbitals. The Z component (Fig. 7.6) has a different form, being
reminiscent of an atomic d orbital. If the axis of angular momentum is rotated,
the hypersurfaces change to a form similar as (but not identical to) a rotated
Q7. As an example we have plotted 2 for an angular momentum

1
L= 0 (7.261)
1

in Fig. 7.7. This effect will occur qualitatively in the solar system where the
sun’s rotation axis is tilted by about 7.25° from the axis of the earth’s orbit.

3 T T T T
Omegda, X
Omega_¥, ———

2} Omega_Z J

1}k 4

0

1t i

2t i

3t i

-4 1 1 1 1 1

0 0.5 1 1.5 2 2.5 3

theta

Figure 7.4: Components of Q according to Eq. (7.257).
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Omega_x

Figure 7.5: Hypersurface of 2x, identical to that of 2y except a 90° rotation.

Omega_Z

Figure 7.6: Hypersurface of Q.
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Omega_Z

0.8

Figure 7.7: Hypersurface of Q7 for a tilted angular momentum L = [1,0, 1].

7.2.3 Orbits of Thomas and de Sitter Precession

The orbits for Thomas and de Sitter precession will be analysed. The equations
(7.31) and (7.32) have to be solved simultaneously for r and ¢. Eq.(7.33) can
be used to obtain 6 if the orbit r is known. For a Newtonian frame (r, 61) in
which the ellipse is stationary, it is

01=0+wpt (7.262)

and the radius function is
a1

_ 2
1+ € cos(xby) (7.263)

r
where we have Thomas precession for x = 1 and de Sitter precession (with
additional rotation of the elliptic axes) for z # 1. Computation of the time
dependence of ¢ could be done by solving the integral in (7.32) either ana-
lytically or numerically, but we use a simpler method derived in UFT 238,
Eqgs. (148/203):

(2€1—2)sin(0; x)
_20{%”’1 atan (2\/1—212 (cos(ellz)-‘rl))

w Ly VI— a2 (12— 1)

t

(7.264)

€1 sin (01 x)

(cos (1) +1) (“13_6(22;(2?;15;’591 2° _ € —ea’+ea + 1)
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We want to show how the ellipse rotates in a fixed frame with coordinates r, 0
and t. The time t relates to the motion in the Newtonian frame as well as to
the rotating frame. A complication is introduced by the fact that via (7.262)
the angle 6; depends additionally on time, when considered from the fixed lab
frame. Consequently, 0; is not an independent variable. An iterative solution
procedure has been designed as follows. We define a grid of one-dimensional
angular values 6,, etc. and compute the sequence

0 = On1 + 2O (7.265)
91,71 = 971 +wotn-1 ( )
tn, =t(01,0) (7.267)

(7.268)

Ty =71(01,n)

with a fixed increment Af. This allows for a numerical evaluation of the func-
tions 7(f) and ¢(#) which are graphed in Fig. 7.8 with numerical parameters
G=M=m=a, =1, Ly =5, H=-0.5, ¢ = 0.3. We first study the
effect of wy. For a static ellipse we have wy = 0. The time function as well
as the radius function are scaled horizontally when switching to wg = 0.5.
The radius function is graphed in Fig. 7.9 as a polar diagram for both wy
values. There is a clear precession if wy > 0. The reverse precession occurs
if wg < 0 (not shown). This is an example for orbital or Thomas precession.
A de Sitter precession can be added by setting  # 1, for example x = 0.95
as done for Fig. 7.10. Now the original ellipse (for wy = 0) precesses. When
orbital precession is added (by wg > 0, see Fig. 7.10), the orbital precession
is compensated in part by the de Sitter precession. Both types of precession
can give an increase or decrease of total precession, depending on the sign of
wy and the condition z > 1 or z < 1.
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5
r (theta), omegawp=0 =
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Figure 7.8: Orbit r(f) and time ¢(0) for a static ellipse (wg = 0) and Thomas
precession (wy > 0).

r(omegathetfﬂg —_—
r(omegathetz=0.3) ——

Figure 7.9: Polar plot of orbit r(f) for a static ellipse (red) and Thomas
precession (blue).
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Figure 7.10: Polar plot of orbit r(6), = 0.95, for de Sitter precession (red)
and de Sitter plus Thomas precession (blue).

7.2.4 Lense Thirring and Geodetic Precession
Lense Thirring Effect

For the Lense Thirring effect the gravitomagnetic field in dipole approximation
is calculated from Eq. (7.71) which can be written

2 MGR?
Q= 52,8 WX (7.269)
with the angular vectorial factor
X = wy, — 3n(w, - n) (7.270)

containing the unit vector of angular momentum w,,. If w,, is perpendicular
to the radius unit vector n, it is

|x| =1 (7.271)
while for w,, being parallel to n, we have
|x| =2 (7.272)

so the modulus of x varies between 1 and 2. It is assumed that the experimental
value of € is an angular averaged value. We can determine this average value
as follows. For the special geometry of w in direction of the Z axis and n in
the Y-Z plane, we have according to Egs. (7.73-7.76):

0
x = |—3sinfcosb (7.273)
1—3sin0
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and
#® = 9sin’fcos? 6 + (1 — 3sin 6)2)” (7.274)
=4 — 3cos?0.

The angular dependencies of 22 and z are graphed in Fig. 7.11, showing how
x varies between 1 and 2. In addition, the Y and Z component of the angular
vector x are shown. They are both crossing zero but at different angles 6,
therefore the modulus of x is always greater than unity.

Taking the average of x2:

(z%) = %/2 /07f/2(4 — 3 cos?0) df (7.275)

gives the result 5/2. Assuming
(2?) = (z)? (7.276)

then we obtain

5
(@) = /(%) = \/g L5811 (7.277)
Multiplying the theoretical result of Q = 1.52 - 10~ rad/s obtained from
Eq. (7.81) by this value gives
Q=240-10""rad/s (7.278)

and, using Eq. (7.82), a ratio

Qtheor
Ztheory — 1.91. (7.279)
chp
This could correspond to an effective gravitomagnetic g factor of the Larmor
frequency:

g=2-191=3.82. (7.280)

Another — perhaps more realistic — explanation of the deviation would be that
the momentum of inertia for the earth was calculated assuming a homogeneous
sphere, but the earth core has a much higher mass density than the earth
mantle so the angular momentum is smaller than that of a homogeneous sphere
of equal mass. The radius of the core and the average outer radius are

Reore = 3.485 - 10%m, (7.281)
Reartn = 6.371009 - 10°m. (7.282)

About 35% of the earth mass is concentrated in the core, therefore the masses
of the core and the outer spherical shell (the earth mantle) are

Meore = 0.35 - 5.97219 - 10**kg = 2.090 - 10%*kg, (7.283)
Mantie = 0.65 - 5.97219 - 10%*kg = 3.882 - 10**kg. (7.284)
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The moments of inertia of earth core and mantle (a sphere and a spherical
shell) are

2

Icore = gMCOreRgore = 1015 : 1037kg mQa (7285)

Imantle = Zu, il Bearn = Reore _ 7.167 - 10*"kg m?. (7.286)
o Rgarth - Rgore

The sum is smaller than the moment of inertia taken simply by the earth mass

and earth radius:
2

gzwearthz%gmth = 9.696 - 10%"kg m? (7.287)

so that the ratio of both models is

Iearth =

ICOI'E Ima.n e
feore F Tmantle _ ) g439. (7.288)

Iearth

So we have to multiply the results obtained for the gravitomagnetic field by
this value. From the second line in Table 7.1, where the results are listed, we
see that the minimal theoretical value (Lense-Thirring effect at the equator)
coincides very well with the experimental value within 1.6%.

Geodetic Precession

The same calculation for the angular average as above can be done for the
geodetic effect, described by Eq. (7.71) too. The angular factor is the same as
for the Lense Thirring effect so the angular average is identical to Eq. (7.277).
The theoretical value of geodetic precession (3.675 - 10~ rad/s, Eq. (7.103))
here is lower than the experimental value (1.016 - 107 12rad/s, Eq. (7.104)),
therefore applying the average = factor leads to

Q=5.811-10""3rad/s (7.289)

which is nearer to, but still below the experimental value. The averaging
method has been repeated with a more general position of the angular mo-
mentum axis:

w = wyi + wyj (7.290)

i.e. the position has been tilted from the X axis. The highest value of angular
average x is obtained for a 45 degree’s tilting (i.e. wx = wy):

(x) = 1.8587 (7.291)
corresponding to
Q = 6.831-10" ¥ rad/s. (7.292)

Even for the maximum value z = 2 the result remains below the experimental
value. Translating x = 1.5811 into a geodetic gravitomagnetic g factor gives

Qtheor
g = —heory _ 149 (7.293)

exp
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Theory min. Theory max. Theory av. Exp.

Lense-Thirring effect,

std. 1 1.52-107  3.04-107'*  240-10"'*  1.26-10"%
Lense-Thirring effect,

improved I 128107 256-107  202-10714

geodetic effect 3.677-1071% 7.354-10~'% 5.811-10~% 1.016-10"'2

geodetic effect,
modified w 6.831-10~13

Table 7.1: Theoretical and experimental values of gravitomagnetic field in
units of rad/s. I is moment of inertia, see text.

and could be an explanation of the deviation. We conclude that all theoretical
results are close to the experimental findings. The numbers are comprehen-
sively listed in Table 7.1. A final assessment can only be done after all details
of the experiments have been understood.

_2 1 1 L 1 1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4

theta

Figure 7.11: Angular factors 2 and 22, and Y and Z components of vector X.

7.2.5 Precession from Orbital Lorentz Force

It was shown earlier in this chapter that a uniform gravitomagnetic field gives
precessional orbits. First we study the precession in terms of x theory, then we
investigate some alternative methods of integrating the gravitomagnetic field
into the lagrangian.
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X(theta)

1.03

1.02

1.01

theta

Figure 7.12: Angular dependence of = factor.

The precession factor z, defined by Eq. (7.214), is not constant and de-
pendent on the angle . The integral can be solved analytically, yielding a lot
of terms, whose leading term is a periodic arcustangens function:

A db
=14+ | ———mm— 294
* + 9/(1+eocosﬁ)4 (7:294)

=1+ aé atan (€ — 1) sinf +
¢ /1 — € (cosh +1)

with constants A and a. This function x(0) is graphed in Fig. 7.12. It scales
to be slightly larger than unity. The periodicity of 27 is visible but not exact
because (7.214) is an approximation. The factor of 1/26 in (7.214) obviously
outperforms the integral. The orbit (7.215) is shown in Fig. 7.13 for z = 1 and
x(0) given by Eq. (7.294). This results in a precessing ellipse as can clearly
be seen.

Some variants of the Lagrangian for the Lorentz force equation are inves-
tigated in the following. First we consider a direct method where Lagrangian
and Hamiltonian are given by

L=T-U (7.295)
H=T+U (7.296)

with kinetic energy T and potential energy U. Replacing p by the canonical
momentum

p=mv —p+mv, (7.297)
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g=0 ——
1.5 a=0.05 —

-1.5 -1 -0.5 0 0.5 1 1.5

Figure 7.13: Elliptic orbitals for ¢ = 0 and a = 0.05 (with precession).

then leads to

1

9?1 = %(p —+ mvg)2 — U(’f’), (7298)
1

H, = %(p +mvy)? +U(r). (7.299)

(See Eq. (7.235) for definition of v4.) In a more general case, however, we can
use the relation between Hamiltonian and Lagrangian known from Hamilton’s
equations. Then:

H=> pjgi—% (7.300)
J

where ¢; are the generalized coordinates and p; the generalized momenta. In
our case we only have one generalized momentum (7.297) — in vector form —
which is obtained by the minimal prescription. Since ¢ is the space position
vector r, its time derivative is the velocity v. Evaluating (7.300) has to give
the Hamiltonian (7.299). To achieve this result, the Lagrangian has to be
defined as

1

Ly = %(p +mvy)® — (p+mvy)v, — U(r) (7.301)

so that we obtain again:

1
Hy = Hy = 5—(p+ mvy)?: +U(r). (7.302)

For an example we will use plane polar coordinates (r, §) in which the linear
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Z vy Z
- N2 . >
LA vg Z”((r@—i—g@) + (rg + 1) >—U(r

. SN2 _ 5
Vg2 ?((r@—i—rgﬁg) + rg+r))—U(r)
%
%

~—

gg Vg1

Vg2

Table 7.2: Lagrangians for different v, models.

velocity is given by

v— {:9} . (7.303)

For the extra velocity derived from the gravitomagnetic field we use two vari-
ants. First we use

Vo1 = L:gé] (7.304)

where the angular coordinate is the same as for the orbit, i.e. the particle
m and velocity v, rotate in the same frame. In the second case we use a
completely independent v, with both coordinates independent from the orbital
motion:

_ 7.49_
Vs = Lg 99} . (7.305)

The Lagrangians of all four combinations £} 2,vg41 2 are listed in Table 7.2.
For .41, mixed terms in r-r, appear. This leads to corresponding combinations
in the constants of motion (angular momentum) shown in Table 7.3. These
have been calculated by the Lagrangian method, Eq. (7.241). A similar result
appears in the third line of Table 7.3. However in the fourth line the angular
momentum of a particle without precession appears. This astonishing result
means that the angular motion is not impacted by the precessional velocity
vg2. The reason is that in the Lagrangian the term 62 appears without a
coupling factor to ry so this result is plausible. The Hamiltonians (Table 7.4)
are equal for 1 and %3 as expected. They only differ in the appearance of
04 by the different definitions of v4; and vga.
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Z vy L

LA va m(r + rg)? 0
Vg2 mr(ré+ry6,)

Ly vgr | m(r+rg)(r —rg) 6
Vg2 mr2 6

Table 7.3: Constants of motion L for different Lagrangians and v, models.

Z vy H

A ver | 220202+ 72+ 0202) + U(r)
Vo2 | B 72 + 202 + 7'"52, + rgég +U(r)

L v | % 72+ r202 + fg + r§92 +U(r)
Vor | (7247202 + 72 +7202) + U(r)

Table 7.4: Hamiltonians H for different Lagrangians and v, models.

215



7.2. NUMERICAL ANALYSIS AND GRAPHICS

216



Chapter 8

Triple Unification: Fluid
Electrodynamics

8.1 General Theory

The field equations of fluid dynamics, electrodynamics and gravitation can be
unified using ECE 2 theory, providing the opportunity for many fundamental
developments. Spacetime, (or the aether or vacuum) can be developed with the
concepts of fluid dynamics, and in theory can become turbulent. This turbu-
lence can be observed with the circuit of UFT 311 on www.aias.us. Concepts
can be transferred between one subject area and the other, for example Ohm’s
Law and the Lorentz force law have their equivalents in both fluid dynamics
and gravitation and are intrinsic parts of the geometrical structure of ECE 2.

In a development of work by Kambe [26]- [27] Note 349(1) gives the fol-
lowing ECE 2 equations of fluid dynamics:

V-Br=0 (8.1)
V-Er =qr
B
VxEF+68—tF:O (8.3)
1 OEp
B, - — % — J 4
V x Bp 2 ot porJdF (8.4)

which are identical in structure with field equations of electrodynamics and
gravitation developed earlier in this book. All three sets of equations are based
on the same geometrical structure so this theory is a powerful unification of
fluid dynamical gravitational theory, classical dynamics and electrodynamics.
In Eq. (8.1), Bp is the fluid magnetic flux density:

Br=Vxv (8.5)
and also the vorticity, where v is the fluid velocity field [2]- [13]. The fluid
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electric field strength is:

ov
EF——E—Vh (8.6)

where h is the enthalpy per unit mass in joules per kilogram. The four potential
of ECE 2 fluid dynamics is:

= (:OV> (8.7)

where ag is the speed of sound and the d’Alembertian of fluid dynamics is:

1 92
O=—%=5 -V 8.8
a2 ot? (8:8)
The fluid dynamical four potential is directly analogous with the four potential
of ECE 2 electrodynamics defined earlier in this book and in UFT 318 on www.
aias.us:

WH = (d)ZVW> = WOH (8.9)

where w* is the spin connection four vector. Kambe derives the Lorenz con-
dition of fluid dynamics:

0t =0 (8.10)
where:
10
oH=|—=,V|. 8.11
<a0 2 ) (s.11)
In vector notation:
1 9w
—-— -W =0. 8.12
¢ Ot v (8.12)
In ECE 2 electrodynamics the Lorenz condition is:
dp
o Jl'=—=—+V-J=0 (8.13)
ot
where:
JH = (cp,J). (8.14)
In vector notation:
1 0h
0y = %E+V~V:O. (8.15)

The continuity equation of ECE 2 fluid dynamics is:

dqr B
W"‘V'JF—O (8.16)
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where the charge and current densities of fluid dynamics are:

gr =V -((v-V)v) (8.17)
and
v oh 4
JF_ﬁJ'_VE +GOVX(VXV) (818)

respectively. In direct analogy the continuity equation of ECE 2 electrody-
namics is:

0
8#J“:a—f+V~J:O (8.19)
where the electromagnetic charge current density is:
JH = (cp,T). (8.20)

It can be shown that transition to turbulence in fluid dynamics can be devel-
oped in terms of Ohm’s law of electrodynamics in the presence of a magnetic
flux density [28]:

J=0(E+vxB) (8.21)

where o is the conductivity in units of C2J"!m~!s~!. In the non relativis-

tic limit the Lorentz force equation of ECE 2 electrodynamics was developed
earlier in this book and can be extended to force density as follows:

Fo=p(E+vxB) (8.22)
where F is the force density. The force is:
Fo / FodV. (8.23)
Therefore:
F="1 (8.24)
o

With these definitions it can be shown that the structure of the ECE2 field
equations of electromagnetism, developed earlier in this book and in UFT 317
and UFT 318 contain Ohm’s Law and the Lorentz force equation. This is an
important advance because the Maxwell Heaviside (MH) field equations do
not contain Ohm’s law nor do they contain the Lorentz force equation.

The complete ECE 2 field equations of electrodynamics are:

V.B=k-B (8.25)
V- E=k-E (8.26)
OB
Sp TV XE= (kB +r x E) (8.27)
1 0E Ko
B-——=—E B 2
V x 20 - + K X (8.28)
do
Ko = 2 (W - w()) (8.29)
1
k=2 <T(0)q - w) . (8.30)
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The spin connection four vector is:

wh = (wg,w) (8.31)
and the tetrad four vector is:

q" = (q0,a) (8.32)
where r(©) has the units of metres. The charge current density is:

JH = (cp,T) (8.33)
and the A* and W* four potentials are:

A = (¢,A> (8.34)

c

and:

W = (djcww) . (8.35)
The field potential equations are:

oW
E=- - — 8.36
Vow 5 (8.36)

and:

B=VxW (8.37)
with:

dw = WOy =Wy, W=W0ODw. (8.38)

In general:

p=¢k-E (8.39)

and:
1
J:—(@EJran). (8.40)
Mo \ C

It follows immediately that the Lorentz force density equation has a geomet-
rical structure:

p (Ko p 1 OE
Fo=—|(—E B)=— B-—-—]. 41
0 ,uocr(c T ) MOU(VX c? 8t) (8.41)
The MH field equations are:
V-B=0 (8.42)
v.E=" (8.43)
€0
0B

—+VXxE=0 8.44
5 TV x (8.44)

1 OE
VxB- —2—=— 8.45
X 2 Ot Ho ( )
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and do not contain Ohm’s Law or the Lorentz force equation. The MH equa-
tions use zero torsion and curvature, which is incorrect geometry. The ECE 2
field equations are based on Cartan geometry [2]- [13] in which both torsion
and curvature are identically non zero.

In the presence of material polarization P and magnetization H:

D =¢E+P, B =y (H+M) (8.46)

where €¢g and pg are the permittivity and permeability in vacuo and where D
is the electric displacement and H the magnetic field strength, and the MH
equations become the homogeneous:

V.-B=0 (8.47)
0B
VXE+§—O (8.48)

and the inhomogeneous:

V-D=p (8.49)
oD
H-—=J .
V x = (8.50)

In ECE2 electrodynamics the homogeneous field equations are (8.25) and
(8.27) and the inhomogeneous equations are:

V-D=k-D (8.51)

oD o)
H-—=-—"D H-=1. .52
V x o - + K X J (8.52)

Therefore in presence of polarization and magnetization:

_ P (ko _P _9
FO—U(CD+;-:><H)—G<V><H at)' (8.53)

If it is assumed that magnetic charge/current density is zero, then:

k-B=0 (8.54)
kocB+ k x E =0. (8.55)

Eq. (8.55) implies Eq. (8.54) because from Eq. (8.55):

1
B=-—kxE (8.56)
RoC
and:
K-KkXE=E-kxKk=0 (8.57)

giving Eq. (8.54). By definition:

B=VxW (8.58)
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and if there is no magnetic monopole (i.e. magnetic charge density):
k-VxW=0. (8.59)
Using the vector identity:
K-VXW=W.Vxk-V.kxW (8.60)

it follows that the absence of a magnetic monopole requires:

W.Vxk=V-kxW (8.61)
where:

W =wy (8.62)
and:

k=2 (r(lo)q - w) . (8.63)

The geometrical condition for the absence of a magnetic monopole is:
rOw Vxw=w-Vxq-V- -qxw. (8.64)

Now consider the Cartan identity in vector notation: (UFT 350, chapter three)
and earlier in this book:

V-wyxq®"=q"-Vxw' —wy -V-q (8.65)

The procedure of removing internal indices that produces ECE 2 theory leads
to:

V-wxq=q-Vxw-w-Vxq. (8.66)

which is a well known vector identity. The derivation of this identity confirms
the procedures that lead to the ECE 2 field equations.

From Eqgs (8.64) and (8.66), the geometrical condition for the absence of
magnetic charge density and magnetic current density is:

Vgxw=r%. .V xw. (8.67)
This geometry is transformed into electromagnetism using the definitions:

A =A0q (8.68)

W =Wy, (8.69)

For the absence of magnetic charge current density:
rOV. AXxW=W.VxW (8.70)
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an equation which implies

V-B=0 (8.71)
which in turn implies the Beltrami structure:

V x B =kB (8.72)
so:

Vx(VxW)=kV xW. (8.73)
If it is assumed that W is a Beltrami potential then:

V x W =LkW. (8.74)

and the condition for the absence of a magnetic monopole reduces to

VAXW= " wW.w=g (8.75)
()

The integral form of this equation is found from the divergence theorem:
/V~A><WdV:?{A><W~ndA:/de. (8.76)
v 5

Later on in this chapter a numerical and graphical analysis of these results
is given, based on Section 3 of UFT 349 and using graphical analysis of flow.

Using these ideas the field equations of “fluid electrodynamics”, a new
subject area of physics, can be developed as follows. The Reynolds number
can be incorporated, allowing transition to turbulence. Electric power from
spacetime is a direct consequence of fluid electrodynamics. The Stokes and
convective derivatives of fluid electrodynamics are examples of the Cartan
covariant derivative, whose spin connection is a foundational property both of
fluid electrodynamics and of electrodynamics. Numerical solutions of the key
equations illustrate the fluid flows of spacetime (or aether or vacuum).

The main field equations of fluid dynamics can be established as follows.
The minimal prescription shows that the velocity v and ECE 2 vector potential
W of a single particle are related by:

(&
=ZA .
v=— (8.77)

where e and m are the charge and mass of the particle. For the continuum
fluid:

v=2"LA (8.78)

p m

where p is the charge density and p,, is the mass density. The basic S.I. Units

223



8.1. GENERAL THEORY

are as follows:

| =v
(W] =JsC 'm™*
[pw] = JC™ = volt
[B] = JsC 'm~2 = tesla (8.79)
[p] = Cm~? ’
[J] = Cm~2%s7!
]
]

The Kambe field equations of fluid dynamics are converted into the equations
of fluid electrodynamics as follows:
Kambe’s “fluid electric field” is:

EF:—%:—Vh:(v-V)v (8.80)

where the velocity field is the following function of Cartesian coordinates X,
Y, Z and time:

v=v(X®),Y({t),Z(1),1) (8.81)

and where the following definition is used of enthalpy per unit mass h:
1
Vh=—VP. (8.82)
Pm

Here P denotes pressure, defined in non standard units. In ECE 2 electrody-
namics, the electric field strength is:

oW
E=-Vow — —. 8.83
ow = 5 (8.83)
From Egs. (8.80) and (8.83);
_ Pm
W="—v (8.84)
p
and it follows that:
ow = (8.85)
P
in units of joules per coulomb.
Kambe’s “fluid magnetic field” is defined to be the vorticity:
Br=w=Vxv (8.86)
and it follows that:
V-BFp =V -w=0. (8.87)
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Kambe’s “fluid charge” and “fluid current” are respectively:

gr. =V -Ep=V - ((v-V)v) (8.88)
and
9%v oh
Jrp= 8t2+V8 + a2V x (Vxv). (8.89)

It follows that the charge density p and the current density J of fluid electro-
dynamics are:

p= EO@QF (8.90)
P
and
J=elm3p. (8.91)
p
Therefore the Colomb Law of fluid electrodynamics is
1 2
V~(pE>:pV-E+E~V<p):p (8.92)
Pm Pm Pm €0 Pm

and contains more information than the Coulomb law of electrodynamics. The
former reduces to the latter if:

v. <P> _o. (8.93)
Pm
The inhomogeneous field equation of Kambe is:
OE
2V x By — TtF =Jr (8.94)

where ag is the constant speed of sound. It follows that the Ampere Maxwell
Law of fluid electrodynamics is:

a ([ p 1 p

a2V x (pB> - = (E) | 8.95

0 Pm ot Pm €0 Pm ( )
in which:

V x (”B) =L vxB+ (v”) x B (8.96)

Pm Pm Pm

and:

a(p p OE a ([ p

(LE)=LZ g2 (L), .

ot (pm ) Pm Ot + ot (pm (8.97)
Eq. (8.95) becomes the Ampére Maxwell law of electrodynamics if:

g () =0, V (p’:n) =0, ap—c (8.98)
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in which case:

1 OE
VxB-—-2—=pJ. 8.99
X 2 Ot Ho ( )
Eq. (8.95) can be written as:
1 OE
B- -2 _ 3 8.100
if
9 (p P
—|—]=0,V|{—]|=0 8.101
ot (pm) ’ <pm> (5101
where the fluid permeability is defined as:
_ ! (8.102)
r= €0ai’ '

Using Eqs. (8.88), (8.90) and (8.94), the sound equation of fluid electrodynam-

ics is:
9 ([ p 5 p 19 (p
o <me> TV X (V - (me>) T edt (pmJ) (8102)

and under conditions (8.93) and (8.98) this becomes:

O’E 10J
WJrang(VxE):fga. (8.104)

In conventional electrodynamics the vacuum is defined by:
p=0,J=0 (8.105)

but in fluid electrodynamics the vacuum is a richly structured fluid that can
create electric and magnetic fields in a circuit as in the Ide circuit of UFT 311.
Therefore to translate the Kambe equations into fluid electrodynamics use:

v = (pfn) W (8.106)
h= <pp) dw (8.107)
By = (p’:n) B (8.108)
Ep = (p’i;) E (8.109)
ar = %57{ (8.110)
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The S.I. Units of the quantities used by Kambe are:
gr=s2 Ep=ms 2, Jp=ms >3, Bp=s"1. (8.111)
The continuity equation of fluid electrodynamics is:

0pm
L, = 8.112
ET +V 0 ( )

where p,, is mass density and J,,, the current of mass density defined by:
Jm = pm - V. (8.113)
Therefore:

Ipm
% +pmV-v+v-Vp, =0. (8.114)

Kambe transforms Eq. (8.112) into:

dqr
—_— -Jrp=0. 8.115
ot +V-Jr=0 ( )

The continuity equation of ECE electrodynamics is:

Ip
9p I = 11
5tV I=0 (8.116)

where p is electric charge density and J is electric current density. It follows
that the charge density of fluid electrodynamics is:

p= eo%nqp (8.117)

and is a property of the velocity field of the fluid being considered. This can
be matter or the vacuum, depending on context.

The continuity equation in fluid dynamics is the conservation of matter,
which can be neither created nor destroyed in a conservative, classical sys-
tem. The other fundamental equations of fluid dynamics are conservation of
fluid linear momentum (the Euler and Navier Stokes equations); conservation
of fluid energy; and conservation of fluid angular momentum (the vorticity
equation). The Euler equation given by Kambe is:

Z;ZZ(Z‘;+(V-V)VZ;VP (8.118)
and can be developed into the Navier Stokes equation by adding terms on the
right hand side. The convective derivative is defined by:

Dv  0Ov

- _ 7' . 11

Dt = +(v-V)v (8.119)
and the Stokes derivative is:

Dp 0p

e . . 120

5t 5 +v-Vp (8 )
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Conservation of fluid energy is defined by Kambe through conservation of
entropy per unit mass:

DS 0S

— = -VS. 8.121

ot o VY (8.121)
Conservation of fluid angular momentum is expressed by Kambe as the vor-
ticity equation:

ow

E + V x (W X V) =0. (8122)
More generally Eq. (8.122) is developed as in Note 351(1) on www.aias.us for
the Reynolds number R:

9] 1

a—‘: £V X (wx V) = £V, (8.123)
The Reynolds number produces turbulence and shearing. In general the
Kambe equations apply to compressible fluids with finite viscosity. In inviscid
fluids:

V.v=0. (8.124)

The Kambe field equations are the result of rearranging these fundamental
conservation equations. The rearrangement results in field equations whose
structure is shown in this chapter to be that of Cartan geometry itself. This
is the same structure as the ECE 2 electrodynamics and gravitation. This is
referred to as “triple unification”. The Stokes derivative is:

Dp 0Op dp OpdX OpdY OpdZ

Dt o VPV T ax @ Tovar "oz a (8.125)
where the fluid mass density is the function:

p=p(X(),Y (1), Z(t),1). (8.126)
The covariant derivative of Cartan geometry is:

Dve  ove o b

Doi — Dant +w',V (8.127)

where the general vector field V¢ is defined in a tangent space at point P of
the base manifold. The general spin connection is w” ;. Define the four vector:

VE = (cp,vp) (8.128)
and consider the indices:
nw=0, a=0. (8.129)

It follows that:

Dp dp o dX , dY , dZ
—P_9 a“r @ al) 1
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This is the Stokes derivative, Q. E. D., provided that:

ap ap ap
wlorp = X’ Wooap = Y wozp = 97 (8.131)
i.e.
Vp=uwp (8.132)
where the spin connection vector is:
w = Wi+ wj +wlsk. (8.133)
Similarly the convective or material derivative is:
Dv _ Ov
= _Z v 8.134
Dt Ot +(v-V)v ( )
where the fluid velocity field is:
v=v(X(),Y(t),Z(),t). (8.135)
The convective derivative is therefore:
Dv  0Ov 0 0 0
— = . 1
D1 6t+< aXJrvYa JrvzaZ> (8.136)
The X component for example is:
DUX 31})( a’UX 61})( 8UX 81;X
= = -Voux. (8.137
Dt~ ot o TWay Tiag T e VoV ex (8137)
Considering the index:
©w=20 (8.138)
in Eq. (8.127) implies that:
Ovx Ovx Ovx
wlol = 0x’ W102 = oY’ wlog = 7(9Z (8.139)
and in general the spin connection of the convective derivative is:
ov®
= 8.140
Woop O ( )

Q. E.D. So all the equations of fluid dynamics originate in the spin connection
of Cartan geometry, which also describes the field equations of fluid dynamics.
Kambe’s “fluid magnetic field” is the vorticity:

Br=w=Vxv (8.141)
so:

V-Br=V -w=0. (8.142)
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The homogeneous field equation of Kambe is:

OBr
VxEp+f =0
Bt

where:

BF:W

and the vorticity equation used by Kambe is:

ow
E‘FVX(WXV)—O.

Therefore Kambe’s convective derivative is:
Dv  0Ov
Dr o TP
From Egs. (8.143) and (8.145),
Er=vxw=(v-V)v.
In the particular case of Beltrami flow:
V xv=kv

and:

(v-V)v=0.

For a general flow, Eq. (8.147) must be solved numerically for v:

vx (Vxv)=(v-V)v.

(8.143)

(8.144)

(8.145)

(8.146)

(8.147)

(8.148)

(8.149)

(8.150)

The Reynolds number R responsible for turbulent flow enters into the analysis

using:
%—v:—FVx(wxv):%VQw
so:
I oo

VxEFZEV w—V X (wxv).
Now use:

Vx(Vxw)=V(V-w)-Vw
and

V-w=0
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to find that:

Viw = -V x (V xw). (8.155)
It follows from Egs. (8.152) and (8.155) that:

EF:(V~V)V:VXW—%V><W. (8.156)
Therefore transition to turbulence is governed in general using:

Vxw=—-R((v-V)v—vxw). (8.157)
Turbulence in Beltrami flow is defined by:

Vxw=—-R(v-V)v. (8.158)
Here:

Vxw=Vx(Vxv)=v(V. -v)-Vv (8.159)
so from Egs. (8.158) and (8.159) turbulence in Beltrami flow is governed by:

V3v=R(v-V)v+V (V- v) (8.160)

which can be solved numerically.

Examples of numerical solutions from flow algorithms are given later in
this chapter.

The Kambe equations can be developed to include the viscous force and
other terms in the most general Navier Stokes and vorticity equations. The
general Navier Stokes equation is:

Dv  0Ov
= - . = _—-Vh-— ficc 161
Dr 6tJr(v V)v v Vo+ (8.161)
where f,isc is the viscous force and ¢ is a potential such as the gravitational
potential. Kambe used the equation:

Dv  Ov

Zr _ Y . —— 162

i Bn +(v-V)v Vh (8.162)
so omitted two terms. The more general definition of Kambe’s “fluid electric
field” is:

Er = —Vh—Vé+fue — %‘;. (8.163)
The viscous force is defined most generally [2]- [13] by:

frise = uVAV + (u+ 1)V (V- v) (8.164)
and it follows that:

P=h+¢—(n+p)V -v—o (8.165)
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where p and p’ are coefficients to be determined. Here:

Er=-Vo - g—‘; (8.166)
Vo = uV3v. (8.167)
With this definition of the scalar potential ®, the Kambe field equations follow:
V-BFp=V.-w=V.Vxv=0 (8.168)
V><EF+6;% =0 (8.169)
V- -Er =qr (8.170)
aaV x Bp — ag—f =Jp. (8.171)

It has been shown that the most general form of fluid dynamics can be ex-
pressed as ECE 2 covariant field equations, Q.E.D. Here ag is the assumed
constant speed of sound as used by Kambe. In general aq is not constant.
The most general vorticity equation is:
ow 1 T
— +V x(V = —=Vpx VP 4+ =V-w. 8.172
5+ X (V x w) e p X —|—p w ( )
Kambe omitted the second and third terms on the right hand side of Eq. (8.172),
the baroclinic and Reynolds number terms.
In the field equations (8.168) to (8.171) the fluid charge is defined by:

qr =V -Ep =V ((v-V)v) (8.173)

and the fluid current by:

JF:QSVX(VXV)—%((V«V)V). (8.174)

As in Note 353(5) it follows that:

V20 + % (V-v)=—qr (8.175)
and:
109 1
Ov+V(V.v+ 55— == 1
v+ ( v—l—a% (%) agJF (8.176)

where the d’Alembertian operator is defined by:

1 02 9
= —5— — V- 8.177
a2 ot? ( )
These equations can be simplified using the continuity equation:
dqr B
o TV Ir=0. (8.178)
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As shown in detail in Note 353(6), this is an exact consequence of the defini-
tions (8.173) and (8.174). With the definitions:

ng = (aqu,JF) (8179)
10
Dy = <a08t,v> (8.180)

and (8.178), the continuity equation can be written as:
0, Jk = 0. (8.181)

Now define the velocity four vector:

0]
vt = (,V> (8.182)
ao
and assume:
. 1 0®

This is the Lorenz gauge assumption of fluid electrodynamics. With the as-
sumption (8.183), Egs. (8.175) and (8.176) reduce to:

O0® = g (8.184)
and:
1
Ov=—=Jr (8.185)
g

which can be combined in to the single wave equation:

1
T (8.186)

wo—
Ky =z
0

Q.E.D.
The relevant S.I. Units are as follows:
O=m2 d=m?"2 ¢p=52, Jp=ms >, ap=ms™ L. (8.187)
From Eqgs. (8.178), (8.184) and (8.185):

10

— 2 (O% Ov = 1
a%é)t( )+ V-Ov=0 (8.188)

and by commutativity of differential operators:

109
O(-2 +v.v) =0 1
(a% T + v) 0 (8.189)

The Lorenz condition (8.183) is a possible solution of Eq. (8.189), Q.E.D. So
the analysis is rigorously self consistent. It has been shown that the entire
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subject of fluid dynamics can be reduced to a single wave equation, which like
all wave equations of physics, is an example of the ECE wave equation

(O+R)v* =0 (8.190)

of Cartan geometry [2]- [13], provided that the scalar curvature is defined by:

1
Rovt = —Q—%Jl’i. (8.191)

Later in this chapter these results are analysed with graphics and anima-
tions, using advanced flow dynamics algorithms. The animations are archived
on www.aias.us.

Using these results, simple equations can be developed to describe the
transfer of energy and power from a fluid vacuum or aether or spacetime to
a circuit. The process rigorously conserves total energy momentum and total
charge current density.

The electric field (Er) of ECE2 fluid dynamics is defined by the Kambe

equation:

V - Ep(circuit) = gp(spacetime) (8.192)
where the Kambe charge is:

qr(spacetime) = V - ((v - V) v) (8.193)
so:

Ep(circuit) = (v- V) v. (8.194)

The electric field strength in volts per metre induced in the circuit is:
E(circuit) = ('”“) (circuit) Ep(circuit) (8.195)
P

in the notation of this chapter. Not carefully that the ratio of mass density to
charge density is that in the circuit, while v is the velocity field of the fluid
vacuum. So E of the circuit is calculated directly from v of the vacuum (or
spacetime or aether). The latter is computed numerically from the vacuum
vorticity equation:

1

+(v-V)v= %VUQ— = (V(V-v)+V?v) (8.196)

Dv  Ov

Dt Ot
where R is the vacuum Reynolds number. The boundary conditions of Eq.
(8.196) are determined by the design of the circuit in contact with the ubiqui-
tous vacuum.

Having found v from Eq. (8.196) the Kambe current of the fluid vacuum
can be found from:

JF:a8Vx(VXV)—%((V~V)V). (8.197)
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The Kambe magnetic field induced in the circuit by the fluid vacuum is:
Br=w=Vxv (8.198)
so the magnetic field strength in tesla induced in the circuit by the vacuum is:

B(circuit) = p—m(circuit) V xv. (8.199)
P

Egs. (8.195) and (8.199) are simple expressions for E and B induced in a circuit
such as that of UFT 311 on www.aias.us. Conversely, E and B of any circuit
produce patterns of flow in the vacuum. The great advantage of this method
is its simplicity, and the fact that knowledge is required only of p,,/p in the
circuit. The electric field strength in volts per metre induced in the circuit can
be expressed as:

E(circuit) = <p;)n) (circuit) ((v - V) v) (spacetime)

_ (P feireuit) (v - &Y ~
= < P ) (circuit) ( vo 8t> (spacetime)

where @ is the general potential of fluid dynamics defined earlier in this chap-
ter. Using the spacetime Lorenz condition defined earlier in this chapter:

100
a? ot

(8.200)

+V-v=0 (8.201)
the potential can be defined by:

P = —ag/v v dt. (8.202)
As in Note 355(5) on www.aias.us it can be used to define a simplified Navier

Stokes equation:

Dv v )
m_m+(v.v)v_aov</v-vdt) (8.203)

from which v may be computed numerically. Eq. (8.203) may be more ame-
nable to numerical solution than:

ov 1
E—VX(VXV)—EVX(VXV). (8.204)

As in Note 355(2) the Lorenz condition (8.201) corresponds to the wave
equation of fluid electrodynamics:

O W#(circuit) = uoJ* (spacetime) (8.205)

where:

WH (circuit) = ( W) (circuit). (8.206)
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The four current of fluid spacetime is defined by:
Ji(spacetime) = (apqr,JF) . (8.207)

Defining the velocity four vector:

= <(I)O,v> . (8.208)

ag

it follows that:

1
OwH(circuit) = gjz’,i(spacetime). (8.209)
0

This equation is equivalent to:

O ®(circuit) = gp(spacetime) (8.210)
O v(circuit) = a—gJF(spacetime) (8.211)
0
and to:
OW*#(circuit) = Cl? <p;") (circuit) J4 (spacetime). (8.212)

It follows that the wave equation defining transfer of energy/momentum from
spacetime is:

2
OWH#(circuit) = (a—o) <pm> (circuit) Ov*(circuit). (8.213)
¢ p

The converse of this theory shows that material or circuit potentials and
electric and magnetic fields induce a rich structure in the fluid vacuum.

Consider the velocity field v of any fluid. The fluid magnetic and electric
fields are defined by:

BF:WF:VXVF (8214)
and:
EF = (VF . V) Vp. (8215)

The fluid velocity field itself is the fluid vector potential:

Define:
_(Pm :
x = <> (material) (8.217)
p
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in the notation of this chapter. It follows that the vector potential W, the
electric field strength E and the magnetic flux density B of a material or circuit
in contact with the vacuum are:

W:JZWF, E:J?EF, BszF. (8218)

For example consider a static electric field strength in volts per metre in a
spherical polar coordinate system:

e

—— e, =x(vp-V)v 8.219

dmwegr? " (Ve -V)ve ( )
where —e is the charge on the electron, e, is the radial unit vector, r the
distance between two charges and ¢ the S.I. permittivity in vacuo. Eq. (8.219)
is a non-linear partial differential equation in the velocity field vg. For a static
electric field strength in volts per metre of a material or circuit:

(&
ET = —W =T (VF . V) UrF (8220)
E¢ :O:J)(VF . V) VopF (8.221)
Eg =0==z (VF . V) VoF (8222)

and may be solved using Maxima to give:

1/2
_er®  12xC /
€T x

(8.223)

Urp =
(671')1/2 r2

where C' is a constant of integration. This solution is graphed later in this
chapter. The same type of solution applies to a gravitational field:

g= g (8.224)

and the subject of fluid gravitation emerges. It is developed in chapter nine.
In Cartesian coordinates:
e

yr— x(vp-V)vp (8.225)

for a static electric field aligned in the 7 axis. The system to be solved is:

0 0 0 e
Ey = 2 2 < - ° 22
zZ=2 (UFX X +vry oy +vrz 8Z> VFz Ineg 72 (8.226)
0 0 0
FEy =z <UFX8)( JrUFyaT JrUFZaZ) vpy =0 (8.227)
0 0 0
EZ:$<UFXM +'UFYay,+UFZ62> ’UFZ:O (8228)

which is comprised of three linear differential equations in three unknowns,
and can be solved given a set of boundary conditions.
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The above equations are augmented by Eq. (8.218), which calculates the
vacuum velocity field directly from the material’s W potential. Knowing v,
the electric and magnetic fields of the vacuum can be calculated without the
need to solve differential equations. The Br and Ep of the vacuum induce
material electric and magnetic properties as follows:

and this is energy from spacetime (ES) currently the subject of a House of
Lords Committee on new sources of energy. Various types of vector potential
are listed in Note 356(7), and each type can be used to compute vacuum
properties as reported late in this chapter.

Having computed vg induced in the vacuum, the following vacuum prop-
erties can also be computed.

1) The induced vacuum acceleration field:

ap = %F + (v V)vp (8.230)
where:
1
(vi - V)vp = §VV%—VF x (V xvp). (8.231)

2) The induced electric charge of the fluid vacuum:

qr =V -Ep. (8.232)

3) The induced electric current of the fluid vacuum:

OEp

Jrp=alV x (V xvp)— 50 (8.233)

4) The induced scalar potential ® r using the vacuum Lorenz condition:

o
a—tF +a2V-vp=0. (8.234)

5) The induced magnetic field of the fluid vacuum:

BFZWF:VXVF. (8235)
6) The induced electric field of the fluid vacuum:

1
EF = (VF-V)VF = 5V’U%—VF X (V XVF)
(8.236)

Ve —
Vor -5

7) The induced vacuum scalar potential from the vacuum wave equation:
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8) The induced vacuum current Jp using:

1
DVF = fQJF. (8238)
g

9) The induced enthalpy gradient of the vacuum:

8VF

SE - Er. (8.239)

1
Vhrp=—VPr=—
PF

10) The induced baroclinic torque of the vacuum:

1 ) 1
- Vpp x VPp =2 4V x (Wp x Vi) — - Viwp  (8.240)
Pr ot RF

where Rp is the vacuum Reynolds number.
11) The induced vacuum Reynolds number for vanishing baroclinic torque:

ow 1
(T:F 1V X (Wp X vp)= R—FVQWF. (8.241)

Later on in this chapter these quantities are computed and graphed.

Finally in this chapter it is shown that fluid electrodynamics gives an ex-
planation to any precision of the well known radiative corrections, exemplified
by the anomalous g factor of the electron and the Lamb shift. The former is
due to the vacuum vorticity induced by a material flux density in tesla, and
the latter by the existence of the vacuum potential.

Consider the well known Dirac hamiltonian defined by the interaction of a
magnetic flux density B and and an electron of charge modulus e and mass
m:

€
H=—-—([L+2S)-B. .242
- (L+28) (3242)

Here L is the orbital angular momentum and S is the spin angular momentum
of the electron. The factor of two that premultiplies S is the g factor of the
Dirac electron. However the experimental g factor to nine decimal places is:

g = 2.002319314. (8.243)

The experimental result (8.243) has long been considered to be due to the
vacuum, a radiative correction. It is a well established proof of energy from
spacetime (or vacuum or aether). The explanation of the anomalous g of the
electron rests on the existence of the vacuum potential W (vac) induced by the

material magnetic flux density. In ECE 2 fluid electrodynamics:
1
w = iB Xr (8.244)

where v(vac) is the velocity field induced in the vacuum by B. The induced
vacuum potential in turn induces a potential:

W, = %V(Vac) (8.245)
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in the electron. So the relevant minimal prescription is:
p—>p—eW-—-mW; =p—c(W+Wy). (8.246)
Assume that:
Wy =2W (8.247)

then as shown in Note 357(2) the interaction hamiltonian (8.242) is changed
to:

H = —%((1+x) (28 -B) + L) (8.248)

giving the anomalous g factor of the electron:

g=2(142x). (8.249)
Therefore to nine decimal places:

x = 0.002319314. (8.250)

The additional magnetic flux density induced in the electron by fluid spacetime
is:

B, = %V x v(vac) = 2B (8.251)

where the spacetime vorticity is:
w(vac) = V x v(vac). (8.252)

Finally assume that:

B = Bk (8.253)
to find that:
r = Mz 6 009310314, (8.254)
€ BZ

For a magnetic flux density of one tesla the vacuum vorticity needed to produce
the observed g factor of the electron is:

wyz(vac) = —4.07923 x 10%s™ 1. (8.255)
In general:
wz(vac) = 0.002319314 %Bz (8.256)

which is the equation defining the vacuum vorticity induced by a static mag-
netic flux density.
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In the Dirac theory of Note (357(3)) the following energy levels of the H
atom are degenerate:

251/2(n=2,1=0,j=1/2) (8.257)
2Pyp(n=2,1=1,j=1/2). (8.258)
However it is observed experimentally that 25 is higher in frequency by:

w = 6.64675 x 10°rads™ . (8.259)

This is known as the Lamb shift, also a radiative correction that indicates
directly that energy is transferred from the vacuum to the H atom. It was first
explained by Bethe using a fluctuating Coulomb potential:

U=U (r+0r) (8.260)
AU =U (r +dr) — U(r). (8.261)

For the 25, /5 orbital of the H atom:
1 2
(av) = 2 ((r)*) (v*U)
_ s ooz (=€
=% <(5r) >/w \Y (Mw) vdr (8.262)

2
= TrerT (67))

where 7 is the Bohr radius. Therefore the additional potential energy induced
in the 251/2 orbital by the vacuum is:
Uy = e® o ¢ <(5 )2> (8.263)
=e = mP = —— T . .
w W 487T€0’I”%

In fluid electrodynamics this additional energy is explained by the scalar
potential ® of the fluid vacuum. This induces the potential energy:

Dy = 23 (8.264)
e

in the 251/2 orbital of the H atom in such a way that:
UW = e<I>W =md. (8265)

The vacuum potential needed to explain the Lamb shift is:
2

o= <(6r)2> (8.266)

48megmry
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and is non zero if the expectation value of V2U is non zero. It is non zero in
the 251/2 orbital of the H atom, but zero in the 2P1/2 orbital of the H atom.
The potential energy may be expressed as:

Uy = m® = hw. (8.267)
so can be calculated from the observed Lamb shift. It is:
d = 7.6947924 x 10° m?s 2 (8.268)

and from this value, the Bethe radius is:

((Ar?))'? = 7.35 x 10 m, (8.269)
The free electron radius is

re =2.8x 107 m (8.270)
and the Bohr radius is:

rp =529 x 107 m. (8.271)

Fluid electrodynamics is therefore much simpler and more powerful than
quantum electrodynamics.

8.2 Technical Appendix: Scheme for Compu-
tation and Animation

This appendix is based on UFT 352, and describes a scheme for the compu-
tation and animation of the electric field strength and magnetic flux density
induced in a circuit by the vacuum. The scheme starts with the vorticity equa-
tion of fluid dynamics, in which the Reynolds number appears. All relevant
quantities are computed and animated in terms of the velocity field of the vac-
uum, which becomes turbulent at a given Reynolds number. The animations
are archived on www.aias.us.

The first step is to calculate and animate the vacuum velocity field from
the simplified vorticity equation:

?,%erxv:—%wa (8.272)

where the vorticity is:
w=Vxv (8.273)

Subsequent steps compute the vacuum current:

0

JFZ—a((

v -V)V)+a2V x (V xv) (8.274)
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and vacuum electric field:
Ep=(v-V)v. (8.275)
The vacuum charge density and current density are then calculated using:

p(vac) = € p7mqp (8.276)

J(vac) = 23 (8.277)
p
and these induce the electric field strength E in volts per meter and the mag-
netic flux density B in tesla using:
2

v. <<p)drcuit E> =17 aenum) (8.278)

Pm €0 Pm

49 ()P - (Gr)P)
Pm / circuit ot Pm / circuit

and

(8.279)
L(p
= — <J) (vacuum).
€0 \Pm
The four potential in the circuit can be computed from
O WH#(circuit) = poJ* (vacuum). (8.280)

The results of this appendix are discussed later in this chapter.

8.3 Numerical Analysis and Graphics

8.3.1 Examples of Kambe Fields
Dynamic Charge Distribution

We investigate the dynamic charge density ¢ derived from the velocity field v
by Kambe (Eq. 8.17):

q=V-(v-V)v. (8.281)

For an incompressible fluid it is required that the velocity field is divergence-
free:

V.-v=0. (8.282)

We will inspect some velocity models by specifying v analytically. We use plane
polar coordinates that are identical with cylindrical coordinates with Z =
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0. Therefore we can use the differential operators of cylindrical coordinates
(r,0,Z). Then we have

oY
[?)
Vi = %% (8.283)
oY
9z
and
_10(rv,)  10vy  Ovyg
Vov=r"a tra Tz (8.284)
10vz _ Ovg
00 " 07
Vxv= iz — BZ (8.285)
100%) o,
r or r 00
for a scalar function ¢ and vector v.
A first simple case is
vi= b (8.286)
0
with constants @ and b from which follows
V.vi=0 (8.287)
and
-2
s
(vi-V)vi=|0 |, (8.288)
. O
[0
Vxvy=10 (8.289)
b

The result (8.288), representing the electric field, does not depend on b, and
so does not the charge distribution:

2a®
W= (8.290)

All results were obtained by computer algebra. Tests showed that a radial
component dependent on r is necessary to give a vanishing divergence of v.
The velocity field vi has been graphed in Fig. 8.1. This is a vortex around
the coordinate origin where the angle of velocity is a tangent to a circle in
the far field but not in the near field. This is the impact of 1/r. The first
component of (8.288) and the charge distribution (8.290) look similar as v;
but have higher exponents of r in the denominator. g; is graphed in Fig. 8.2
in a contour plot, showing the steep rise of charge density.
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The next example is non-trivial. It was chosen so that the divergence
vanishes, although this is not obvious from the velocity field:

a cosf

T2
vy = |2l 4 (8.291)
0

with constants a and b. Computer algebra gives the results:

V vy =0, (8.292)
a asin?f + br? sinf + 2 a cos2
(v - V)vy = 5 cos (asing — br?) ) (8.293)
0
0
Vxve= |0 (8.294)
b
(5 asin®f + br?sinf + 7 a cos0) . (8.295)

The vector field (8.291) is shown in Fig. 8.3. There is a centre of rotation
below the coordlnate centre. The velocities are much higher above the centre
than below. This leads to partially asymmetric electric field components F,.
and Ey, Eq. (8.293), which are graphed in Figs. 8.4 and 8.5. There are sharp
peaks for Ey at four sides. The E field has been converted to vector form in
the XY plane and its (normalized) directional vectors are graphed in Fig. 8.6.
The lower centre in Fig. 8.3 can be identified to produce a kind of ”hole”
in the electric field. There is a kind of flow along the Y axis which would
not be expected from the form of the velocity field in Fig. 8.3. Despite these
asymmetries, the charge distribution of this model velocity is mainly centrally
symmetric as can be seen from Fig. 8.7. This result was not obvious from the
formulas.
A more general example can be constructed by

vy = | f(r,0) (8.296)

with a general function f(r, ). Then it follows

V.vg=r""1 (T” diﬁ f(r,0) —an+ a) , (8.297)
r —a2npr2n-l
(v3-V)vg= [r7""L (7 f(r,0) £ (r,0)+ar-2f(r0)], (8.298)
0
I 0
V X v3 = 0 (8.299)
Lf(r,0)+ 1 (r,0)
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Figure 8.2: Velocity model vy, charge distribution ¢;.
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Figure 8.3: Velocity model vs.
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Figure 8.4: Velocity model vq, first component (F,) of Eq. (8.293).
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Figure 8.5: Velocity model vy, second component (Ey) of Eq. (8.293).
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qxy) ——

Figure 8.7: Velocity model va, charge distribution ¢o.

and the charge distribution takes the form
—2n-2 2 &
g3 =T (r f(r,t‘))ﬁf(rﬁ)

2

drdo

2
+r27 <d f(r, 9)) +arntt

2.2
70 f(r,0)+2a n)

The divergence of this velocity model vanishes if

d
—n—1 n _ _
r (7“ (def(r,e)) an—l—a) 0,

which is a differential equation for f(r,8) with the solution

f(r79):a(n—1)9+0.

TTL

For n = 1 we obtain the model for v; discussed above.

Solution of Ampére-Maxwell Law

(8.300)

(8.301)

(8.302)

The complete Ampere-Maxwell law of ECE 2 reads in the electrodynamic case:

1 OE

vxB- -2
% 2o M

249

(8.303)



8.3. NUMERICAL ANALYSIS AND GRAPHICS

with current density (Eq.(8.40)):

1 a¥s)
J=—(|—E B 8.304
o ( B + K X ) ( )

which in in non-relativistic approximation is:
J=0(E+vxB). (8.305)

Here v is the velocity of charge carriers moving in a medium with conductivity
0. In the static case the law simplifies to

VxB:iCOEmeB:a(EJrva), (8.306)

which is a destination equation for the magnetic field if all other quantities are
given. In the absence of an electric field the equation

VxB=kxB (8.307)

has to be solved. In the case of a constant k, this gives three differential
equations for the three components of the B field, but computer algebra shows
that these equations are under-determined. For example making an approach
with oscillatory functions:

B=Aexp(—i (xhy +yry+2K;)) (8.308)
leads to a solution for the (complex-valued) vectorial amplitude

a® /Ky
A= 1|1 a/,‘iy (8.309)
o

with an arbitrary constant «. If an electric field is included as in Eq.(8.306),
there is no solution to that equation with the approach (8.308).

The situation changes if we assume a Beltrami solution for B. Then we
have

V xB=rB (8.310)

with a constant k, and for the pure magnetic case without electric field (non-
relativistically):

kB = poJ = poov x B. (8.311)

However, for a fixed v, there is no solution of this equation for B. This
is an important result, showing that not all equations being derivable from
simplifications of ECE 2 theory are deployable for solving real world problems.
This situation changes as soon as the electric field is included in the Beltrami
structure for B:

kB = ugo (E+v x B). (8.312)
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This gives an inhomogeneous linear equation system for the components of B,
in contrast to Eq. (8.311), which is a homogeneous system. Defining a velocity
constant
Moo
w=—
K

, (8.313)

the general solution is

1 (vg V2 +wWoy) EszEyvz+vzvyEy+(v_%+w2) E,

B:ﬁ (vyv: —wog) B +w By v, + (v + w?) By + vy By vy
w(w? 4+ v?) (V2 4+ w?) E. + (vy By + v, Ey) v + wvg By —w By vy
(8.314)

Trivially, Eq. (8.312) can also be resolved for E, giving

—vy B, + Byv, +w B,
E=|v,B, —-B,v,+wB, |. (8.315)
w B, — v, By + B, v,.

It is important to note that the same equation is not a valid equation for v,
there is no solution. Therefore it is not possible to specify E and B a priori
and find a suitable charge carrier velocity v.

Finally we give a numerical example for the Beltrami solution (8.314).
Setting

1 0
w=1, v=|0, E=|0 (8.316)
0 1
results to
0
B=|-1/2]. (8.317)
1/2

Defining this a little bit more general:

Vg 0
w=1 v=|[0], E=10 (8.318)
0 E,
this leads to
0
B= |- (8.319)
v%-&z-l

For a better understanding, a vector map (v, E,) — (By, B,) has been con-
structed in Fig. 8.8 to show the resulting magnetic field in the Y Z plane.
There is a zero field for F, = 0. Directions of the B field are maintained by
crossing this line but the signs differ.
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Figure 8.8: Vector map (vs, E.) — (By, B.) for model of Eq. (8.318).

8.3.2 Solutions of Fluid Dynamics Equations

The equations (8.155), (8.157) and (8.160) have been solved numerically by
the finite element program FlexPDE. The 3D volume was chosen as for typical
Navier-Stokes applications: a plenum box with a circular inlet at the bottom
and an offset circular outlet at the top, see Fig. 8.9. The boundary condi-
tions were set to v = 0 at the borders of the box and a directional derivative
perpendicular to the openings area was assumed. This allows for a free float-
ing solution of the velocity field. As a test, a solution for the Navier-Stokes
equation

(v-V)v+Vp—nViv=0. (8.320)

was computed, with n being a viscosity. The pressure term was added because
the equation is otherwise homogeneous which means that there is no source
term, leading to a solution which does not guarantee conservation of mass.
The divergence of the pressure gradient is assumed to be in proportion to the
divergence of the velocity field:

V-Vp=PV . v (8.321)

with a constant P for “penalty pressure”. This represents an additional equa-
tion for determining the pressure. The result for the velocity is graphed in
Fig. 8.10, showing a straight flow through the box which is perpendicular to
the inlet and outlet surfaces as requested by boundary conditions.
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Next the vorticity equation (8.155) was solved, again with the pressure
term to guarantee solutions:

Viw 4V x (Vxw)+Vp=0. (8.322)

It is difficult to define meaningful boundary conditions because this is a pure
flow equation for the vorticity w. We used the same as for the Navier-Stokes
equations. The result is graphed in Fig. 8.11. There is a flow-like structure
with a divergence at the left, the flow is not symmetric. By definition, there
should not be a divergence because of Eq. (8.154). We assume that the
boundary conditions are not adequate for this type of equation.

The situation is more meaningful for Eq. (8.157) which we solved as

Vxw+R((v-V)v—vxw)+Vp=0. (8.323)

The solution for R = 1 gives an inclined input and output flow (Fig. 8.12).
In the middle hight of the box the flow is more over the sides, therefore the
intensity of velocity is low in the middle plane shown. The divergence (not
shown) is practically zero in this region. Fig. 8.13 shows a divergent and
convergent flow in the XY plane, the flow goes over the full width of the box.
Results for higher Reynolds numbers reveal no significant difference.

Finally we solved Eq. (8.160) which holds for a Beltrami flow:

VivV-R(v-V)v-V(V-v)+Vp=0. (8.324)

Here the flow is strongly enhanced in the middle region (Fig. 8.14). In the
perpendicular plane a similar effect can be seen (Fig. 8.15). The field is not
divergence-free there. For a Beltrami field we should have

wXxv=kvxv=0. (8.325)

The vorticity w corresponding to Fig. 8.15 has been graphed in Fig. 8.16.
There are indeed large regions where both w and v are parallel or antiparallel.
The factor k seems to be location dependent, we did not constrain the Beltrami
property by further means. Therefore the result is satisfactory. For larger R
values the results remain similar again.
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Figure 8.9: Geometry of FEM calculations.

Figure 8.10: Velocity solution for Navier-Stokes Equation (8.320).

T e e e
T i S
I
- - - e n
it TR
— e
— e

e

bV
oo //./.’____”
=
SEEFESEEES
- f_hh__“
cerp T
AR
SEEeRRERRE
SRR ERER
SRS EREREE
N SRR
[ [
LY ”f(,lnl
. Bl
A
./f.,rrv...ﬂf- e
Tz i
IR
N N Pl
s
: Ty
a\\\\\.ff/.f:fs
L I
I T T

Figure 8.11: Vorticity solution for Eq. (8.322).
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B T
\\\\\\ Pl e I — e e e - -
P I

\\\\\\\\\\\\

Figure 8.12: Velocity solution of Eq. (8.323) for R =1, plane Y = 0.
Figure 8.13: Velocity solution of Eq. (8.323) for R =1, plane Z = 0.

Figure 8.14: Beltrami solution of Eq. (8.324) for R =1, plane Y = 0.
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Figure 8.15: Beltrami solution of Eq. (8.324) for R = 1, plane Z = 0.

Figure 8.16: Vorticity of solution for Eq. (8.324) for R = 1, plane Z = 0.

8.3.3 Wave Equations of Fluid Electrodynamics

In this section the wave equations of fluid electrodynamics have been devel-
oped. In case of an external current density J the wave equation (8.185) of
standard electrodynamics reads

1 0%v

1
2
g 2 vV = J (836)

aj
Assuming a harmonic time dependence, we define
v(r,t) = vg(r) exp(iwt) (8.327)

and

J(r,t) = Jg(r) exp(iwt) (8.328)
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with a time frequency w and only space-dependent velocities vg and current
densities Js. Then Eq. (8.326) reads

w2

1
—vg—Vivg= 7T 8.329
0,(2) Vg Vg 0,(2) S ( )

which is an eigenvalue equation. For vanishing current density it can be written
in the standard form

Vivg +Avs =0 (8.330)

with positive eigenvalues

no

A=

@‘E

(8.331)

on

which correspond to acoustic eigen frequencies for example. This equation can
be solved numerically by the finite element method. In our example we re-
adopt the 3D flow box of the preceding section with corresponding boundary
conditions, irrespective of further utility considerations. The first six eigenval-
ues (in arbitrary units) are listed in Table 8.1. There is a degeneracy between
the first and second eigenvalue and between the fifth and sixth eigenvalue.
This is due to internal symmetry of the flow box. The values are lying near to
each other. The modulus of the first and sixth velocity eigen state has been
graphed in Figs. 8.17-8.20 for two planes of symmetry (Z = 0 and Y = 0). The
sixth eigen state has a node in the middle plane of symmetry. This symmetry
is also present in the vorticity vectors, see Figs. 8.21-8.22. The divergence
of velocity has been graphed in Figs. 8.23 and 8.24. The divergence is not
restricted to the boundary regions and is more pronounced for the higher eigen
state.

For a correct treatment of the wave equation within fluid electrodynamics,
we have to include the current density (8.174):

0
Jp=a2V x (V xv)— 5 (v-V)v). (8.332)
The second term is not linear in v so the time-harmonic approach is only
possible for the first term. From (8.329) this gives the more general eigenvalue
equation

V3vs +V x (V x vg) +Avg = 0. (8.333)

As a result, the eigenvalues are very small, compared to Eq. (8.330), and
there are a lot more turbulences. The numerical calculation takes half an hour
on a standard PC but converges. The numerical precision, however, is not
satisfactory, therefore these result can only show a tendency. The first six
eigenvalues are listed in Table 8.2. There is no degeneration any more. In
Figs. 8.25-8.30 the vorticity in the plane ¥ = 0 has been graphed, this can
be compared with Figs. 8.21 and 8.22. Obviously Eq. (8.333) incurs a lot
more of turbulence structures. One can see that eigen state n possesses n + 1
vortices. This seems to be a particularity of Eq. (8.333).
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A time-dependent calculation has been tried by assuming that the second-
order time derivative can be neglected against the first-order time derivative
in the current density:

Ww:—Vxwa+%«mva (8.334)
Adding a pressure term Vp as described in the previous section gives a non-
singular equation but no time solution. Obviously the nonlinearity prevents a
solution — at least for this special problem of boundary values considered.

Coming back to the solution of Eq. (8.333), this seems to be the first time
that an ECE 2 wave equation of type

(O+R)v=0 (8.335)

(see Eq. (8.190)) has been solved for a curvature R which in turn depends on
the variable v. This is certainly a step beyond contemporary standard equa-
tions of physics, e.g. the Dirac equation, where always a constant curvature
has been assumed. The numerical problems, however, are enormous and a lot
of work will be required to develop this field of ECE 2 physics.

No. Eigenvalue
12.1031274
12.1031274
12.1919561
13.2402655
13.3685992
13.3685992

S T W N =

Table 8.1: Eigenvalues of Eq. (8.330).

No. Eigenvalue

2.56351677e-3
2.68244759¢-3
4.08141046¢-3
6.27378404e-3
7.79542935e-3
8.34876355e-3

S UL W N~

Table 8.2: Eigenvalues of Eq. (8.333).
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|

Figure 8.17: Velocity modulus of Eq. (8.330) on Z=0, eigen state 1.

Figure 8.19: Velocity modulus of Eq. (8.330) on Y=0, eigen state 1.
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0, eigen state 6.

0, eigen state 1.

Figure 8.21: Vorticity of Eq. (8.330) on Y
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Figure 8.20: Velocity modulus of Eq. (8.330) on Y
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Figure 8.22: Vorticity of Eq. (8.330) on Y
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Figure 8.23: Divergence of velocity of Eq. (8.330) on Y=0, eigen state 1.

Figure 8.24: Divergence of velocity of Eq. (8.330) on Y=0, eigen state 6.

Figure 8.25: Vorticity of Eq. (8.333) on Y=0, eigen state 1.
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Figure 8.27: Vorticity of Eq. (8.333) on Y

0, eigen state 4.

Figure 8.28: Vorticity of Eq. (8.333) on Y
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Figure 8.30: Vorticity of Eq. (8.333) on Y=0, eigen state 6.

8.3.4 Examples for Applications of Fluid Electrodynam-
ics

We start with the operator (v - V)v. This is part of the total derivative of
variables, sometimes named the convective derivative or material derivative,
see Eq. (8.134) and also Egs. (8.194, 8.200). In the examples of this section,
the operator has to be expressed in spherical coordinates. In detail, this oper-
ator in cartesian, cylindrical and spherical coordinates is defined for arbitrary
vector functions a and b [29] as follows:

ob ab Ib
oxgy Torge targs
b
(acart - V)beart = | ax 5% 75 +ay P +az 8 38 : (8.336)
Lax 3% +ay bZ bZ
ar b, ag 8br + ay __ apbe
_ éjbg b gbg agrbr
(aCyl . V)bcyl = | ayp Or ab o 00 ab ab y (8.337)
ot a0
.. Obr + ag Ob, ag 617,,‘ __agbgtaeby
T or r 00 rsin® 0¢ T b 0
. _ Obgy ag Obe ap  Obg a9br _ agbg cot
(aSPh V)bsph - ara(%r + T 86()9 + 7sin 0 6¢ + b br 0
@ do D¢ agbr | agbe cot
7"87‘—’_7" 80+rsm08¢+ + T
(8.338)
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The operator (8.338) for spherial coordinates has to be used in Eq. (8.219),
leading to the solution for the radial velocity component

1
Y (8.339)

V2megx V T
with an integration constant ¢. This is a function of type 1/4/r and has been
graphed in Fig. 8.31 for three values of c¢. Setting ¢ > 0 gives imaginary
solutions, and ¢ < 0 gives asymptotes different from zero for r — oo, therefore
¢ = 0 seems to be the physically best choice.

In the following we will consider examples for vector potentials of given
material fields. These give rise to spacetime fluid effects as described by Egs.
(8.192-8.219). We will present selected cases with graphics.

v, =%

Simple rotating field

The first example is a magnetic vector potential

go | Y
W= X (8.340)
0

This gives a spacetime velocity field

Y
B©)
vi=Lw=""L|_x (8.341)
Pm 2pm 0

and the resulting vacuum electric field

-X
(B((]))2p2

Eq. (8.341) describes a rigid mechanical rotation since the rotation veloc-
ity rises linearly with radius, see Fig. 8.32. The total derivative operator
transforms this into a central electric field, also increasing linearly with radial
distance (Fig. 8.33). The velocity field is that of a rigid body but there is
no classical counterpart for the induced electric field. The spacetime velocity
further induces a magnetic field

B
Br=Vxvp=—" (8.343)
Pm -1
which is constant everywhere, and a constant Kambe charge density
(B(9)2p?
=V -Ep=-—-—" 7" 344
qr =V -Ep 207 (8.344)
The stationary part of the fluid electric current vanishes:
Jrp=0alV x (V xvg)=0. (8.345)
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Plane Wave Potential

A potential for plane waves in the circular cartesian basis is given by

W 1
W = exp(iwt — kzZ) | —i (8.346)
V2 0

where w is the time frequency and xz the wave vector component in Z direc-
tion. The derived spacetime quantities are

1
W)
Vp = 7 pi exp(iwt — kzZ) | —i| , (8.347)
Er =0, (8.348)
1
wo ,
Br =ky — expliwt — kzZ) |—i], (8.349)
V2 Pm 0
qr =0, (8.350)
1
w0
Jr = a2k2 r_r exp(iwt —kzZ) |—i| . 8.351
oz \/i
m 0

In contrast to the simple rotating field, the derived fluid electric field and
charge density disappear. Velocity, magnetic field and current density are all
in parallel, having no Z component. The real part is schematically plotted in
Fig. 8.34 for an instant of time ¢. The tops of the vector arrows describe a
helix in space.

Magnetostatic Current Loop

The field of a circular current loop is best described in spherical polar coordi-
nates (1,6, ¢). The vector potential of a loop with radius @ and current I has
only a ¢ component given by

0
%% 0 8.352
T et rsinGoy 1 (L2 1) (8.352)
4 (7‘2+a2)%
This gives the velocity field
ve=L"W#0 (8.353)
and an electric field perpendicular to vg in the (r, ) plane:
a? r? sin(0)? 2 3] 2
pgatr p? I? (158 (r2+a2§§) + 1) o (0) 2
Er = 3 —cot (0) sin (6)7] - (8.354)
1678, (2 + ) 0
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The other fields B, g, J i are also different from zero but highly complicated.
By has components in r and 6 direction and Jg in ¢ direction.

The dependence of the component v, is graphed in Fig. 8.35 for a = 1.
this is largest in the XY plane (§ = m/2) and vanishes at the poles. The
absolute strength decreases with distance from r = a as expected. The angular
distribution of electric field components E,., Ey is shown in Fig. 8.36.

Centre Fed Linear Antenna

Next we consider a linear antenna with length d and sinusoidal current density
in the wire. The cartesian Z component of the vector potential is given [30]
by

po ek (cos (7“(:;8(9)) — cos (dQ—k)) I
27 krsin (0)°

Wy, = (8.355)

where k = w/c is the wave number of the sinusoidal current with angular
frequency w. Since Wy is given in dependence of the spherical polar angle 6,
we first transform this expression to spherical coordinates:

cos (¢) sin (0) sin(¢) sin(f) cos(0) 0

W = |cos (@) cos(f) sin (o) cos () —sin(h) 0 (8.356)
—sin (¢) cos (@) 0 Wy
cos(6)
=Wy |—sin(9)
0

There is no ¢ component because the vector potential is symmetric in azimutal
direction (see graph in Fig. 8.37). The resulting electric field has components
in r and @ coordinates as well as the current density. The magnetic field
goes only in ¢ direction, this is similar as a magnetic field of a linear current
wire. There is also a non-vanishing spacetime charge density. Both gr and By
have been graphed in Fig. 8.38. By is largest in the XY plane similar to the
velocity in Fig. 8.35. The Kambe charge density is highest at the poles, i.e. in
Z direction.

Nuclear Dipole Potential

Dipole fields were already investigated in previous sections. Here we start
directly from a dipole vector potential in cartesian coordinates:

myZ — mZY
mp = Ko CImzX —mxZ| . (8.357)
1r (X2 4 Y2+ 22)F |y — my X

This field is plotted for

0
m= |0 (8.358)
1
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in Fig. 8.39 in the XY plane. It leads to an electric spacetime field similar to
Fig. 8.33 but with increasing amplidudes for the radius going to zero according
to r~3. All spacetime fields do not vanish. The shapes of By and ¢ are
presented in Fig. 8.40 along the X axis. There is a a divergence of both at the
centre where the source dipole is located.

-0.2

04 |

-06 |

> -08 |

A2 | 1

1.4 4

Figure 8.31: Radial velocity component (8.339) of solution for Eq. (8.219).
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Figure 8.32: Simple velocity field (8.341).
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Figure 8.33: Central electric field (8.342) derived from (8.341).
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Figure 8.34: Vectors vi, Br, and Jp of the plane wave potential.
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Figure 8.35: Velocity component v, of the magnetostatic current loop.
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-00020.02

Figure 8.36: Components FE, (outer) and Fy (inner) of electric field for the
magnetostatic current loop, spherical distribution.

v
v_rtheta

Figure 8.37: Components v, (ellipsoid) and vy (torus) of velocity field for the
center-fed antenna, spherical distribution.
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Figure 8.38: Component By and qr for the center-fed antenna.
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Figure 8.39: Velocity field (vx,vy) in the plane Z = 0 for a nuclear dipole
potential.
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Figure 8.40: Component Bz and g at Y = 0, Z = 0 for the nuclear dipole
potential.
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Chapter 9

Triple Unification: Fluid
Gravitation

9.1 General Theory

In this chapter the ECE 2 theory is used to unify the field equations of fluid
dynamics and gravitation to produce the subject of fluid dynamics, which can
be described as the effect of the fluid vacuum or aether on gravitational theory.
To start the chapter it is shown that fluid dynamics can describe all the main
features of a whirlpool galaxy, so is preferred both to the Newton theory and
the Einstein theory.

In fluid gravitation the acceleration due to gravity is defined as:

g(matter) = Ep(vacuum) (9.1)

where E is the Kambe electric field of fluid dynamics, used in chapter eight:

0
EF = (VF . V) Vp = —VhF - % (92)

where v is the velocity field of the spacetime, aether or vacuum, hp is the
enthalpy per unit mass, and ® g is the scalar potential defined by:

bp = hp. (9.3)
The vacuum magnetic field is the vorticity:
BFZWF:VXVF (94)

and the vacuum law:

OB
V><Ep+a—tF=0 (9.5)

follows from Egs. (9.2) to (9.4). This is equivalent to the Faraday law of
induction of electrodynamics.
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9.1. GENERAL THEORY

The Newtonian acceleration due to gravity is defined by:

MG
g=——5¢e=(r V)ve (9.6)

where M is a gravitating mass, G is Newton’s constant and r the distance
between M and an orbiting mass m. The acceleration due to gravity g induces
Er in the vacuum, and conversely the vacuum velocity field induces g in
matter.

There is an exact analogy between the ECE 2 gravitational field equations:

V- Q2=0 (9.7)
oQ
V.-g=41Gp,, = k- g (9.9)
10g 4nG
ovy
- _ _ Y A1
g =V, — (9.11)
N =V xv, (9.12)
and the ECE 2 field equations of fluid dynamics:
V-Br=0 (9.13)
B
VxEF—&-aa—tho (9.14)
V'EF =dqr (915)
1 OEp 1
Br———==5Jp. 1
vV xBr a2 ot a%F (9.16)

Both sets of equations are ECE2 covariant. Here 2 is the gravitomagnetic
field, g is the gravitational field, p,, is the mass density, k is defined in terms of
the spin connection, J,, is the current of mass density, ¢, is the scalar potential
of ECE 2 gravitation, and v, is the vector potential of ECE 2 gravitation. In
the ECE 2 equations of fluid dynamics, Ep is the fluid electric field, B is the
fluid magnetic field, gp is the fluid charge, Jr is the fluid current, and aq the
assumed constant speed of sound.
It follows that:

Q(matter) =V X vp =wp (9.17)
and
Ovy
g(matter) = [ =V, — 5 (matter)
5 (9.18)
—(_ _9vF
= ( Vor 5 ) (vacuum)
and that:
Q(matter) = (V x W) (matter) = (V x vp) (vacuum). (9.19)
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From the gravitational field equation:

V - g(matter) = 47Gpy, (matter) = (k - g) (matter) (9.20)
it follows that:

V - g(matter) = 47Gp;, (matter) = gp(vacuum) (9.21)
so material mass density is:

qr(vacuum)
m tter) = ————= 9.22
pm (matter) e (9.22)

and originates in the vacuum charge:

gr(vacuum) = (V - Ep) (vacuum). (9.23)
In general:
(V- ((vp-V)vp)) (vacuum) = 47Gp,, (matter) (9.24)

so any spacetime velocity field gives rise to material mass density. Conversely
any mass density induces a spacetime velocity field.
The vacuum wave equation of chapter eight and UFT 349 ff. is:

DCI)F =dqFr (925)

given the vacuum Lorenz condition:

0P
@2V ove=0 (9.26)
ot
which is a particular solution of vacuum continuity equation:
0
HE L 2V v =0 (9.27)
ot
in which the vacuum current is:
0
JF:(IL%VX(VXVF)—&((VF*'V)VF). (928)

The d’Alembertian in Eq. (9.25) is:

1 02
O=—— — V2 2
2oV (9.29)

The Newtonian solution is:

]\42Ger> (matter) (9.30)

r

((vp - V)vp) (vacuum) = — (

as in Note 358(3). This equation is formally identical to (8.219) and its solution
has already been discussed numerically and graphically at the beginning of
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section 8.2.4. To exemplify the elegance of fluid gravitation consider as in
Note 358(4) on www.aias.us the constant vacuum angular momentum:

LF =My XVp (931)
which can be defined for any central force between m and M. Here rg is the
position vector and v the velocity field. The reduced mass is defined by:

mM
L Vi (9.32)

of m orbiting M. The subscript F' for any quantity denotes the fluid vacuum.
For a planar orbit:

rrp X LF = MmM,rp X (I‘F X VF)

=m, (rp (Tp-VF) = VF (rp - TF)) 953
and:
rrp-vp=20 (9.34)
so the vacuum velocity field is:
1
VF:_mrr%LF X TF (9.35)
where:
Lr =Lrzk (9.36)
and:
vi = 252 (Vi Xpj). (9.37)
My T4
This is a divergenceless velocity field:
V.-vp=0. (9.38)
The material gravitomagnetic field is then:
Q(matter) = %LF (9.39)

F

and is perpendicular to the plane of the orbit. In a whirlpool galaxy for
example the gravitomagnetic field is perpendicular to the plane of the galaxy
and the gravitational field between a star of mass m of the whirlpool galaxy
and its central mass M is:

g(matter) = (vp - V) vp. (9.40)

In Cartesian coordinates:

_ Lpz 0 0
VF.V_mTT% < YF@XF +XF6YF) (9.41)
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SO:

L2 Y, . 0X .
r' F

Now assume that

IYrp 0Xr
=—=0 9.43

0XF oYr ( )

and it follows that:
Lyy

g(matter) = _m%r‘lF rp (9.44)
where:
Finally use:

rp =Tre; (9.46)

to find an inverse cube law between m and M:

L2
g(matter) = ——1Z e, (9.47)
m

the force being:
F = m,g(matter). (9.48)
From the vacuum Binet equation:
L2 1 d? 1
F=__—2F T (R 9.49
m,r <7°p + do? (rp)> (9.49)

the orbit of m around M is the hyperbolic spiral:

10
— =" (9.50)
TF ToF

In plane polar coordinates (r, ) the velocity of a star in the whirlpool galaxy

)@ (@) e

From lagrangian theory:

0 L

dt — m,r2

(9.52)
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so the velocity of the star is:

L2 /1 1 L\’
=" (5+—5)——(—5] = constant. (9.53)
m2 \r2  r3) rooo \mrs

From Egs. (9.26) and (9.38) it follows that:

8;% _ 8;7; —0 (9.54)
so the vacuum potential is constant:

®p = hp = constant (9.55)
in a whirlpool galaxy. It follows from the wave equation (9.25) that:

V2®p = —47Gp,, (matter). (9.56)

The vacuum charge of the whirlpool galaxy is:

gr = (V - g) (matter) = ( Lrz ) (9.57)

m,r2

so from Eq. (9.24):

(matter) L (Lrz Y’ (9.58)
matter) = 6] .
prm 4G \ m,r r—0
and there is a very large mass at the centre of the galaxy, as observed.

The spacetime current (9.28) that gives rise to a whirlpool galaxy is:

Jr=a3V x (V xvp) (9.59)
if Ep is time independent. Therefore with this assumption:

4 2
Jp=-Lvp (9.60)
T

and Jg is proportional to vg.

Numerical and graphical analysis of these characteristics are developed
later in this chapter.

In the subject of fluid gravitation. Newtonian gravitation produces a rich
structure in the fluid vacuum, a structure which can be illustrated with the ve-
locity field, vorticity, charge and static current using Gnuplot graphics. A new
law of planar orbital theory can be inferred and the Newtonian acceleration
due to gravity becomes the convective derivative of the orbital linear velocity.

The velocity field vy induced by the Newtonian acceleration due to gravity
g is defined by:

MG
g:—TTeT:(VF-V)VF (961)
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where:
r=re,. (9.62)

Similarly, the static electric field strength in volts per metre induces vacuum
structure in an exactly analogous manner:

e

E = ——ee.,
471'6()7"2 "

=z (vp-V)vp. (9.63)

In general there are many solutions of Eq. (9.61), one of which is developed as
follows from Note 359(6) on www.aias.us:

VF =Vp] +Vpo +Vps (964)
where:
2(MG)'/?
(X2 +Y2+Z2)3/4
5 (MG)Y/2
gy = VEMG)T g (9.66)
(X2 +Y2—|—Z2)3/4
2 (MG)"?
VE3 = \[( ) (=Zj+Yk). (9.67)

(X2 4 Y24 22)%

These components are graphed later on in this chapter using Gnuplot, and are
richly structured. The above velocity field gives:

MG
="z (9.68)
where:
r?=X24+Y?2+ 2% (9.69)

The three vacuum charges are:

MG 272 —-Y? - X2
qgr1 =V -gp1 = — =73 (9.70)
2 (X2 4+ Y2+ 22) /
MG 72 _9Y? 4+ X2
qr2 =V -8p2 = 573 (9.71)
2 \(X2+Y2+2?)
MG 72 4Y2%2-2X2
qr3 =V -gpg = 573 (9.72)
2 \(X24Y2+4 22)
and sum to zero in this solution:
gr1 + qr2 +qr3 = 0. (9.73)
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The vacuum charges exhibit a swirling motion as shown by Gnuplot later on
in this chapter. The vacuum vorticities are:
Wprp = V x VF1

23/2 (X2 + Y2+ 22)7/4

(9.74)

(3XZi+3YZj+ (42° +Y? + X?) k)

Wpro = V x VFEo
23/2 (X2 4+ Y2 4 22)"/4

(-=3XYi-— (22 +4Y% + X?)j - 3Y Zk)

(9.75)
Wp3 =V X Vi3
MaG)'? 9.76
= (M) — (22 +Y? +4X?) i 4+ 3XYj + 3X Zj) (576)
23/2 (X2 + Y2 + 72) /
and self consistently obey the equations:
V-wp1 =V -wp =V -wpz =0. (9.77)

These are also graphed later in this chapter using Gnuplot, and also exhibit a
swirling motion.

We therefore arrive at a new law of orbits where the Newtonian acceleration
due to gravity between m and M is the convective derivative of the orbital
linear velocity.

By definition:

V-wp =0, (9.78)

V x gp + ag—: = 0. (9.79)

In ECE 2 electromagnetism they become the homogeneous field equations:
V-B=0 (9.80)

OB
VxE+ =0, (9.81)

The vacuum current is defined by:

JF:a(z)Vx (VXVF)—%((VF‘V)VF) (982)

where ag is the assumed constant speed of sound. Therefore the inhomoge-
neous field equations of the vacuum are:

V'VF =dJqr (983)
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and
1 8gp 1
v - —— = —JFr 9.84
xwE ag ot a? r (9.84)

If it is assumed that:

ogr
_— = 0 .
= (9.85)
then:
Jr=a2V x (V xvp) (9.86)

and using Eq. (9.61):

9a2
Jp = 0 ~Yi+ Xj 9.87
F1 25/2 (X2 1 Y2 + 22)7/4 ( J) ( )
9a2
Jpo = o (—Zi + Xk) (9.88)
25/2 (X2 + Y2 4 z2)7/*
9 2
Tps = %0 (—Zi+ Yk) (9.89)

25/2 (X2 + V2 + 22)"/*
which again exhibit a swirling motion.
The fundamental philosophy of fluid gravitation is:

g(matter) = g (vacuum) (9.90)

so the familiar Newtonian g(matter) induces Vg1, Vra, Vr3, 8r1, EF2, SF3,
qF1, QF2, qr3, WE1, Wgo, WE3, Jp1, J e, Jp3 in the vacuum. The converse is
also true as developed in chapter eight.

In order to apply fluid gravitation to planar orbits consider the linear ve-
locity in plane polar coordinates:

v =re, + rfeg (9.91)
where the unit vectors are:

e, =icosf +jsinf (9.92)
and

ep = —isinf + jcosb. (9.93)

In fluid gravitation there is a new and general relation between the orbital
velocity v and the Newtonian acceleration g:

g=(v-V)v. (9.94)
From Eqgs. (9.65) and (9.91) it follows that:

MG

2 22 202
V=740 _(X2+Y2)1/2

(9.95)
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and

(MG)'? x (x? —1—3’2)73/4 = 7sin + 70 cos 0

(MG)2y (X2 4+Y2) ™" = rfsing — 7 cos 6.

From Egs. (9.96) and (9.97) it follows that:

9 MG
V'Y= —4m
(X2 +Y2)1/2

therefore for any planar orbit:

X = Z\%G (r'sinﬁ—i—récos@)

and

Y = v—?)G (r@sin@—fcos@).

For an elliptical planar orbit for example:

. 2 1
112:7‘2+r292:MG(—>
r o a
and:
1 2 1
(X2 +y2)!/2 7 a
where:
o
a=-——-7
1—¢€2

(9.96)

(9.97)

(9.98)

(9.99)

(9.100)

(9.101)

(9.102)

(9.103)

is the semi major axis, o the half right latitude and e the eccentricity. In plane

polar coordinates:
B «
"= 1+ ecosf
and in Cartesian coordinates:
X2 y?
ol + 7= 1
where the semi minor axis is:
«

T

In the case of the ellipse:

dr er?

70 = ?sm9
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and:
db L
— = — 9.108
dat  mr?’ ( )
L? = m*MGa. (9.109)
It follows that for the planar elliptical orbit:
1 2 1\
X =a'? <esin29+6059> ( - ) (9.110)
e r roa
and:
1 2 1\
Y = al/? < sinf — 6s111900s9> < — > . (9.111)
r @ roa
These properties are graphed and analyzed later in this section.
For circular orbits:
2 1 1
€e=0, ———=—, r=a«a (9.112)
a r r
so:
X =rcosf (9.113)
Y — rsind (9.114)

Therefore a new and general theory of orbits has been inferred.
Using fluid gravitation it can be shown as follows that all observable orbits
can be expressed as a generally covariant inverse square law:

M
g= —T—fer =(v-V)v. (9.115)

Therefore g is the convective derivative of v. For planar orbits, the inverse
square law is:

MG

S IR A (9.116)
and from Eq. (9.115) the orbital velocity is:
—Xi+Yj
v = (Mg =X YD) (9.117)
(X2 + Y2)3/4
In plane polar coordinates:
M .
e MG e e (9.118)
(X2 + Y2)1/2
and for elliptical orbits:
2 1
v? = MG ( - ) (9.119)
roa
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so for the elliptical orbit:

1 2 1 1 [, g
_=z_1_ i ) 9.120
(x24vy2)2 r a MG (’" +r (9.120)
and the acceleration due to gravity is:
MG 2 1\’
o= Mo wa( 1)
X2 + Y2 T a (9121)
1 5\ 2
= 15 (7 +770) e

Eq. (9.120) shows that the acceleration due to gravity can be expressed as:

g=— e. (9.122)

MG
For all planar orbits:
) .\ —3/2
X=MG (7” sin @ + 76 cos 0) (7’"2 + 1"202) (9.123)
and
. .\ —3/2
Y =MG (7“9 sinf — 7 cos 9) (T'2 + 7"292) . (9.124)

In the case of the whirlpool galaxy:

To
0 9.125
r=t (9125)
and it follows that:
. L? /1 1
.2 242
4+ 0° = m2 <7,.2 —+ ’r%) (9126)

where the angular momentum L is a constant of motion. It follows as in Note
360(3) that:

—3/2
o L To L . To L2 1 1 3

and

—3/2
L (1 my 1 roN) (L2 (1 1\\°
Y = MGE (’/‘ S1n (7) — %COS (7‘)) (Tn2 <7"2 + 7%)> . (9128)

For the precessing orbit in a plane in a simple model:

«

Ty e cos(z)

(9.129)
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where:
=1+ Si‘ff (9.130)
It follows as in Note 360(4) that:
2
and
6= # (9.132)

so X and Y can be graphed. They are illustrated later on in this chapter.
As shown in Note 360(5):

so for the precessing orbit:

L* x2e? 1l /ja 2 1\’
S re 1—f(f—1) —) . 9.134
& m4MG<a2 ( ez \r >+r2> ( )
ECE2 dynamics with the convective derivative can be developed as in
UFT 361 by expressing the velocity field as:

v =v(r(t),0(t), Z(t),t) (9.135)
where cylindrical polar coordinates have been used. In classical dynamics:
v =v(t). (9.136)

The material derivative is:

Dv  0Ov
Dt ot
=av+<v a+vea+vza> (vre, + vgeg +vzk)
ot "or  r 08 oz mr
ov 0 vg O

0
9 Yo 9 9 9.137
; (ren) + 25 (vrer) + vz 57 (vrer) (9137

+(v-V)v

0 0

T (voeg) + %% (voeg) + VZ 5y (voes)
(] 8 8

a ('Uzk) + 7% (vzk) + 1)287 (’Uzk)

in which:

de, Ode. Jde. Jdey 0Ok 0k 0Ok

or 00 9Z 0z or 00 07

(9.138)
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and:

or

55 =0 (9.139)

is a property of the coordinate system. By construction:

Oe, deq
S =0 o = (9.140)

so it follows that:

Dv  ov ( Ov,  vg Ovy 8UT) o 4 VOVr Oe,.

Dt \"ar T e Tz 06
N < Ovg vy Ovg 81}9) v Oeg

o Yo Y%7 )% T 7 e
Oovy vy Ovg vy (9.141)
r o+ — e + Uz | K
+( o T o0 "oz
Uy Gu 10uc %UZT 0 —-% 0 U
S ACIRAEE B B T R
Ol \[% o dz] [0 0 o)) Lo

The second matrix has the antisymmetric structure of a rotation generator.
The derivative (9.141) is a special case of the Cartan derivative:

Dv®*  Ov° a
o = ar ¥ " (9.142)

in which the spin connection in plane polar coordinates is:

v 1 9v v
o r ES T 0 __ Yo
W = [aavg 7 ,,99} + [1,9 OT] : (9.143)
or r 06 T

Therefore:

D Uy 0 Uy Ovy 1813 0 ) v,
Dt [Ue} ot [UJ * ([%ﬁ 7{;69} + {vre 0 }) L’@] . (9.144)

The velocity vector in plane polar coordinates is:

v = re, + rfeg (9.145)
SO:
v =7, vg =10 (9.146)
and:
0 -] fo -6
276
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where the angular velocity of the rotating frame is:

do

=0=—. 9.148
w o (9.148)
Therefore the spin connection components are:
or
why = po (9.149)
1o/
1
=-——40 9.150
W2 90 ( )
o(rd)
Wl = 5+ 0 (9.151)
W = s (9.152)
and in terms of unit vectors:
Dy _ v 0ve o, O v Do )
Dt ot "ot T\ or T o0 g (0.153)
n v%+096v9+vgvr o ’
"or r 06 r o
Eq. (9.153) is the following covariant derivative of Cartan geometry:
Dv  Duv, Dy
- e, .154
Dt Dt D (9:154)
So for any acceleration:
aV Dvr DU@
] = o —_— . .].
a= 8t+( -V)v D © + D (9.155)

The individual covariant derivatives are:

Dv, v, 0F 0
;t ;+a—r+0%—r92 (9.156)

and

DU@ 8’09 69 28

—_ = — 2 — . 1

Dt 8t+ rh + T’9+’I“’I“a +989 (9.157)
Therefore:

ov, vy Ovu, vg B %LT %%”é‘ 0 —0 Uy

o T T T\ o [T o o)) [w (9155)
and:

vr?—i—va 8;09 —I—UOUT = 0+2r9+rr?+02(§;

ror " (9.159)

10 0 vr+Q0v,«
7%%%@9 90?]9'
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There are new accelerations:

_(.oF  OF 90 ,0r
a; = <r0”'7“ +989> e, + <rra +6 89) (9.160)

which are absent from classical dynamics, in which:

dv _d d
=a @) g (res) (9.161)
= (7’ — r02> er + (r9 + 21'“9) ey.
On the right hand side of Eq. (9.161) appear the Newtonian acceleration:
ay = e, (9.162)
the centrifugal acceleration:
acent = —10%, (9.163)
and the Coriolis accelerations:
ACoriolis = (Té + 27'“9) €p. (9.164)

The use of the convective derivative leads to the accelerations (9.160) which
occur in addition to the fundamental accelerations of classical dynamics. They
are the result of replacing v(t) of classical dynamics by the velocity field:

v =v(r(t),0(t),t). (9.165)

These new accelerations are interpreted later on in this chapter and developed
numerically.

These concepts can be used as in UFT 362 to investigate the effect of the
vacuum on orbital theory. In classical dynamics there is no such effect. Con-
sider the convective derivative of any vector field:

DF OF

= TV VF (9.166)

in plane polar coordinates. In Eq. (9.166) the velocity field is:
v =v(r(t),0(t),t). (9.167)

In plane polar coordinates Eq. (9.166) becomes:

DF OF 0 vg O
- a ( 37’ + 89) (Frer +F090)
_OF OF, de, _ OF, deq
= E‘FUT (a’r‘er—i_FraT—"_aTee—’—FeaT‘) (9168)
9 aFr aer 8F9 8e9
<89 er"l‘F a +8960+F960>
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where the Leibniz Theorem has been used. For plane polar coordinates [2]-
[13]:

de,  Oeg de, dep
o = = 9 = gg = (9.169)

so the convective derivative (9.168) is

DF _ OF vaFr+%8FriﬁF o
Dt 0Ot " or r 00 )
(9.170)
—+ % + vj% + %F e
U o r 00 o)
where:
Vo . db
Vo _5_W_ 171
r o dt v (9-171)
In component format:
D [F]_ 9 [FR]  [%& 198 [,] [0 —60][F.
oili = ()| 1] [0} 5 VR e
so:
F=F, (r(t),0(t),t)e. + Fy (r(t),0(t),t) eg. (9.173)
In classical dynamics:
F=F(¢) (9.174)

and there is no functional dependence of F on r(t) and 6(t). In classical
dynamics therefore:

D [F, 9 [F 0 —0][F
— | == | . ; 9.175
Dt [Fe} ot [Fe} + [9 0 ] [Fe] ( )
and this result is assumed implicitly in classical orbital theory and cosmology.
The assumption (9.174) simplifies Eq. (9.170) to:

DF OF . .
= —fFye, +0F, 9.176
Dt~ Ot ver +0ires (9.176)
which is the ECE 2 Cartan derivative with spin connection:
0 —0
op = | 9.177
“u=lg o) (9177

which is the rotation generator of the axes of the plane polar system. In
classical dynamics, if F(t) represents the position vector r(¢), then the orbital
velocity is given by the Cartan derivative:

;H;H+B2ﬂm- (9.178)
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In vector notation the orbital velocity is:
v = v,e, + vgeg = re, + rfeg. (9.179)

If F(t) represents the time dependent velocity vector v(t) of classical dynamics
then the orbital acceleration is given by:

D [+ a [ 0 —6][r

Dt M = o M + L@ 0 } H : (9.180)
In vector notation:

a=are, +agey = (r - réQ) e+ (ré + 27‘49') eo. (9.181)

In the UFT papers on www.aias.us it has been shown that the Coriolis accel-
erations vanish for any planar orbit:

7 + 270 = 0 (9.182)
so the Leibniz equation:

M
F=ma=m (i —w’r)e, =0 QGeT (9.183)
r

is inferred for any planar orbit.

In classical dynamics the vacuum is a “nothingness”, but in fluid gravita-
tion it is richly structured as argued earlier in this chapter. It follows that the
velocity (9.178) is generalized to:

D[r] o] [0 =0][r], [ Q] [7]
Drl_29 ) v AR 9.184
3t R R S e | M
and that the acceleration (9.180) is generalized to:
D [+] 0 [r 0 —0][# Qo o] [
Di 7“0] ot [7'9} * [9 0} 7'9} " {92011; %02, _7’9 (9.185)

in an orbit influenced by the vacuum. Different types of spin connection com-
ponents appear in Eqgs. (9.184) and (9.185). In Eq. (9.184):

9101 9102 OR,. 10R,
o o] = 1] (9.156)
0lr 02r or T 00

and in Eq. (9.185):

le Q102 ] |:6vr 181)0,"}
v vl =& T & 9.187
{QQOM Q% - %i; ( )

For example the orbital velocity components of classical dynamics are gener-
alized to:

vy = (1+ Q') 7+ Q' gwr (9.188)
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and:

vg = (1 + Q) wr + Q%7 (9.189)
so that the velocity vector becomes:

v = v,e, + vgey (9.190)

and its square becomes:

v? = w2 + 3. (9.191)

Orbital precession can be explained straightforwardly as an effect of the
fluid vacuum.
Consider the position vector R of an element of a fluid:

R =R (r1) (0.192)
it follows that the velocity field of the fluid is:

DR JR

and in component format:

D[R] 9 [R] [0 —60][R]  [%E L2E7Ty,
Dt [RG] ot [Re] * {é 0} [RJ + {E)Rs :‘c’?Ra] [UJ . (9.194)

In plane polar coordinates:

R = Re, (9.195)
SO:
R, =R, Ry=0. (9.196)

The relevant spin connection matrix is therefore:

Ql Ql IR, 190R,
{QQET 922;7‘] — { 66‘ r 89 } (9.197)

with components:

gl _ OB 1 _10R,
o= gr > T2 90 (9.198)
9201r =0, Q2027« =0.

The velocity field components are therefore:
vp = (1+ Q') 7 + Qg wr (9.199)
and:

vg = Or = wr. (9.200)
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The hamiltonian and lagrangian are therefore:

1

H=m (vi+vg) +U (9.201)
and:
1
L =gm (V2 4v3) —-U (9.202)

where U is the potential energy. It is known in the solar system that precession
is a very tiny effect, so:

Qo ~ Qs < 1 (9.203)

In contrast to the above analysis, classical dynamics is defined by:

vy = 22Oy gy (9.204)

i.e. by the convective derivative of the position r(t) of a particle rather than
the position R (r,t) of a fluid element. So in classical dynamics:

] =a 8]+ 31 o210
In component format Eq. (9.205) is:

= 200

vg = 07 (t) (9.207)

which gives the pendant to the Coriolis velocity:

v = re, + rfey (9.208)

Q.E.D.
The Euler Lagrange equations of the system are:

0% do¥

= = 2

or dt or (9:209)
and:

0% do¥

_ = . 21

tolv} dt 90 (9.210)

From Eq. (9.209) a new force law can be found using the lagrangian:
1 .
L= om (14 Q1) 72 4 Qg 21202
2 o (9.211)
+201,. (1+QY,,) #r + 927“2) —U
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and is:

F=m ((1 + Q%)+ QL (14 0Y,,) (ré + ér)

, . (9.212)
— (14 QY 2) 162 — O, (14 Q%) 7”0) .
In comparison, the force law of a conic section orbit is:
F=m (r - ré2) (9.213)
so the orbit is changed by Q1;, and Q(,,.
Assume for the sake of analytical tractability that:
10R
1 r
=227 00 9.214
02r = 759 ( )
and the lagrangian simplifies to:
1 .
Z = m ((1 T 92r2) U (9.215)

The constant angular momentum can be found from the Euler Lagrange equa-
tion (9.210):

L= % = mr20 (9.216)
and is a constant of motion:

dL

— =0. 9.217

In the approximation (9.214) the force law (9.212) becomes:
F=m ((1 +0Y,) - r92> . (9.218)

Using the Binet variable:

1
_ = 9.219
u = " ( )

it follows that:

Loy (1 1 me?
(1+Q%,,) T (r> +- =7 F(r) (9.220)

and can be interpreted as the Binet equation of an orbit in a fluid aether or
vacuum. It reduces to the Binet equation of classical dynamics when:

Ly, 0. (9.221)
If the orbit is a conic section:
«
= — 9.222
" 1+ ecosf ( )

293



9.1. GENERAL THEORY

it follows from Eq. (9.220) that its force law is:

I? (1-y gy
F(r)=—— (a - T) (9.223)
where:
y=1—(14+0%.)°. (9.224)

It is known from UFT 193 that the force law of a precessing ellipse modelled
by

«a
=" 9.225
"T 1t cos(z0) ( )
is:
L2 /(2?2 1
Fr)y=——"=(—+-(1-2? 9.226
(r) mr2<a+r( x)) ( )
from the Binet equation of classical dynamics
d? /1 1 mr?
i el = F(r). 22
62 (7”) + r 72 (r) (9.227)
Therefore:
y=1-2? (9.228)
and
r=1+0Q%,,. (9.229)
To contemporary precision in astronomy:
3MG
=1 9.230
z=1+-—73 (9-230)
S0:
OR 3MG
Qo= 50 = —5. 9.231
0lr or 0562 ( )

Therefore orbital precession is due to the effect of the fluid dynamic function
OR,./Or, which is the rate of displacement of a position element R(r,t) of a
fluid dynamic background, or vacuum. The spin connection makes the orbit
precess. The conic section orbit (9.222) used in the Binet equation of fluid
dynamics (9.220) is exactly equivalent to the use of the precessing orbit (9.225)
in the Binet equation of classical dynamics. In both cases the law of attraction
is the sum of terms inverse squared and inverse cubed in r. The obsolete
Einstein theory incorrectly claims to give a precessing orbit with a sum of
inverse squared and inverse fourth power terms.
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9.2 Numerical Analysis and Graphics
9.2.1 Examples for Fluid Spacetime Fields

The Newtonian acceleration, Eq. (9.61), leads to several fields of fluid space-
time as described by Eqs. (9.63-9.89). These fields have been analyzed graph-
ically, using unity constants (except ¢ = 0.3). The mapping of equations to
the graphs is compiled in Table 9.1. The velocity fields vpi-v g3 are parallel to
the planes spanned by the three cartesian axes. The total field vg is a vortex
with angular momentum axis in [1,-1,1] direction. This axis can be altered by
using different signs for the velocity components. This shows that different
solutions for the velocity field are possible. The gravitational field g is a
central field as expected. The vorticity wg looks complicated. An analysis by
computer algebra shows that wg is always perpendicular to vg. The current
Jr is parallel to the velocitiy field as expected. The three components of the
Kambe charge density ¢r look different but their sum vanishes, indicating a
new kind of symmetry not yet investigated.

The concept of fluid gravitation has been applied to planar orbits, starting
with Eq. (9.91). The lines for Figs. 9.11 and 9.12 of Table 9.1 describe
the cartesian elliptical orbit components X (#) and Y (6) for an orbit r(6),
according to definitions of Egs. (9.99-9.104). Their graph shows an oscillating
behaviour. When, in addition, the radius is taken as a parameter, There are
surfaces X (r,6) and Y (r,8) whose intersections represent the behaviour of
orbits with a fixed r(6) relation.

Finally the line for Fig. 9.13 in Table 9.1 relates to a hyperbolic spiral.
Their components X (r), Y (r) have been plotted on a logarithmic scale.

Figure no. graphed Quantity Equations

9.1 Vi (9.65)

9.2 Vi (9.66)

9.3 Vi3 (967)

9.4 Ve (9.64)

9.5 g (9.61)

9.6 wp (9.74-9.76)
9.7 Jp (9.86)

9.8 dri (970)

9.9 qr2 (971)

9.10 qrs3 (972)

9.11 X(0),Y(0) (9.104, 9.110-9.111)
9.12 X(r,0),Y(r,0) (9.110-9.111)
9.13 X(r),Y(r) (9.127-9.128)

Table 9.1: Mapping of figures to equations.
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Figure 9.1: Component v of velocity field.
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Figure 9.2: Component vy of velocity field.
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vF3

Figure 9.3: Component vg3 of velocity field.

Figure 9.4: Velocity field vp.
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gF

Figure 9.5: Gravitational field gp.
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Figure 9.6: Vorticity field wg.
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Figure 9.7: Static current density Jp.

gFL

Figure 9.8: Kambe charge density qp1 for Z = 0.
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qFL

Figure 9.9: Kambe charge density gpo for Z = 0.

qFL

Figure 9.10: Kambe charge density qgsz for Z = 0.
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1.5

X(theta)
Y(theta)

0 1 2 3 4 5 6
theta

Figure 9.11: Elliptical orbit components X (8) and Y ().

K(theta)
Y(theta)

Figure 9.12: Elliptical orbit components X (r,6) and Y (r, 0) in the (r, 6) plane.
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0.4

X(r)
Y({r) ——

0.2

-0.2 F

04 |
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-0.8 |

0.01 0.1 1 10

Figure 9.13: Orbit coordinates X (r) and Y (r) for a hyperbolic spiral.

9.2.2 Non-classical Acceleration

First we do some calculations on the accelerations in ECE 2 fluid dynamics.
The Newtonian acceleration (9.161) in plane polar coordinates is

a=(i—r6)e, + (10 + 2i-)ey, (9.232)

and there is an extra acceleration due to fluid spacetime (9.160):

or O 20 ., or
= .7 - r .7 . . '2

a; <Tar+089>e +<rraT+989>eg (9.233)
Now use

90 00dt 0

=2 =z 234

90  otdd ¢’ (9-234)
and similarly

96 @ or i

o _v o _r 2

or i 00§ (9.235)

oF ¥ or

— == — == 9.236

or 7 00 ¢ (9.236)
Inserting this into (9.233) gives

ai=27ie + (ré + fé) eo. (9.237)
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In total, the acceleration now is
Aot = a+a; = (37 — r62)e, + (2rf + 376)eq. (9.238)

This is a massive modification of (9.232). The latter is valid for mass point
dynamics only with v = v ().

For evaluation of examples, the time dependence shall be eliminated. From
conservation of angular momentum L in Z direction follows

. Lo
- (9.239)
and
_d) _dro (Lo _ . L
Cdt dtor (mﬂ) 27 "mrd (5.240)
Similarly:
. Or .
) (9.241)
. d [0Or - d (or or. df o (or or
i d (899) 4 (ae) i+ =T (ae) b+ 5nl (9.242)
9%r 2 or
= 5% + g

By inserting (9.239, 9.240), all quantities depend on 6 and r only. For cylin-
drical coordinates it follows correspondingly:

0Z .

7= 550, (9.243)
. 07 ., 0Z;
Z= 50"+ %9 (9.244)
82 %7
=7 = B3 =4 (9.245)

All time derivatives have been brought into a form depending on 6 and 6 which
is given by (9.239).

As a non-trivial example we consider a three-dimensional vortex field called
Torkado [31], see Fig. 9.14. This could also be a description for the dynamics of
the plasma model of galaxies. We concentrate on a streamline in the middle of
the structure which may be described by the analytical approach in cylindrical
coordinates (r,0, Z):

7(6) = 0.05 + cos <190> : , (9.246)
Z(0) = 2sin (g) , (9.247)
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For a plot in cartesian coordinates, the plane polar part is to be transformed
by

X =rcos(h), (9.248)
Y = rsin(6). (9.249)

In order to make the analysis not too complicated, we restrict it to the plane
polar parts of the acceleration as given in Egs. (9.232, 9.233, 9.238). The
orbital quantities r(6), Z(0), Or/00 and 0Z/06 are graphed in Fig. 9.15 in
dependence of §. These are oscillatory as to be expected from (9.246, 9.247).
The time derivatives of r, § and Z, calculated with aid of (9.240-9.245), are
essential where 7 is small due to conservation of angular momentum (Fig. 9.16).
The radial acceleration parts a,, aq, and its sum a, + ay, are presented in
Fig. 9.17, showing that the signs of a, and aj, are different, leading to zero
crossings in the sum of both. The angular part of a; reflects the well known fact
that for a plane polar system ay = 0, i.e. there is no angular force component.
This does not hold for ajg.

The correct handling requires use of Eq. (8.337) of the preceding chapter
for describing the acceleration in 3D cylindrical coordinates. The result from
computer algebra is:

7 —‘7"9'2 + %9
+(v-V)v=|rf+ (r55+ 550)0 +3i6 | . (9.250)
Z+ 94

Dv _ov
Dt ot

This can be re-expressed by

[ i — 1?2 + 59
I i erads .
| 52 0° + G50+ 70
I 25 — rf?
= 2r6 + 410

o I
[55%0% + (55 + 5% )0

Dv
Dt

where the derivatives of Z can be calculated from (9.247). This result is
different from the plane polar case as expected. The three components are
graphed in Fig. 9.18. There is qualitative similarity to Figs. 9.17 for the radial
component, it reflects both extremal points. The # component surprisingly
vanishes again as for the plane polar system. Obviously there is no coupling to
the Z component that would prevent this. The Z component is antisymmetric
to the two radial peaks, indicating the lower and upper turning points of the
orbit.
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LY}

Figure 9.14: Structure of Torkado 3D orbit (vortex) after [31].
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Figure 9.15: Angular dependence of r, Z,9r/00,0r/0Z.
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Figure 9.16: Scaled angular dependence of dr/dt,df/dt,dZ/dt.
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Figure 9.17: Angular dependence of radial accelerations.
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Figure 9.18: Angular dependence of acceleration components for full cylindri-
cal coordinates.

9.2.3 New Force Law and Precession

An orbit in fluid dynamics spacetime is influenced by the vacuum according
to the spin connection terms introduced in Eqgs. (9.184-9.187). In general the
acceleration a = F/m has a radial and an angular component which in the
case of a fluid dynamics spacetime is expressed by

MG ., L dr ., L
a= (‘rz V0 g O Ozw) e (9.252)

L d7 L
S22 522
+ < Olmi,rQ 7d9 + 02 mr) e9

(see note 363(3)). Here we are using the classical limits

«

_ 2
"1t ecos(f)’ (9:253)
2
% - % sin(6), (9.254)
L
w=b= 1y (9.255)

In the following we present graphical examples for the acceleration (or force)
components. Using the classical limits, the components of (9.252) can be
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expressed either as a function of r or a function of §. We present both possi-
bilities in Figs. 9.19 and 9.20, blue and green lines. The Newtonian form can
be obtained by setting all spin connection components to zero. According to
Newtonian theory, then there is no angular component of acceleration as can
be seen from from both figures.

For the non-Newtonian case, we use the full form (9.252) for acceleration
with choice of spin connections:

Q' =0.2, (9.256)
Qg = —0.2, (9.257)
Q%) = 0.2, (9.258)
Q% = —0.2. (9.259)

In this case, both acceleration components are different from zero, denoted by
“P” in Figs. 9.19 and 9.20 (red and purple lines). These components are now
defined only in the range of the elliptic orbit and a bit more negative than in
the Newtonian case denote by “N”. The angular component varies with angle
0 as can seen from Fig. 9.20. The acceleration components are periodic in 27
as required.

So far we have assumed an elliptic orbit even for the non-Newtonian case.
Actually it is a precessing ellipse as we have found from the solution of the
Lagrange equations obtained from the Lagrangian (9.211). We have assumed
that only Q! is significantly different from zero as in (9.215). Then we obtain
the equations of motion

b _g, (9.260)

262 — GM
(Qlol + 1)2 r2’

T =

(9.261)

which differ from the Newtonian form by the spin connection in the denomi-
nator of the second equation. These equations have been solved numerically
by using initial conditions of bound orbits. This gives the trajectories 6(¢) and
r(t) as graphed in Fig. 9.21. The three-dimensional orbit plot shows that the
orbit is not closed but a precessing ellipse in the plane Z = 0, see Fig. 9.22.
Obviously the existence of one fluid dynamic spin connection term suffices to
result in non-Newtonian orbits. Alternatively, such precessing ellipses were
obtained in UFT 328 by relativistic effects. This was already discussed in
section 4.2.3 of this book.
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Figure 9.19: Acceleration components (Newtonian N and non-Newtonian P)
in dependence of r.
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Figure 9.20: Acceleration components (Newtonian N and non-Newtonian P)
in dependence of 6.
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Figure 9.21: Trajectories 6(t) and r(t).
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Figure 9.22: Precessing elliptic orbit due to fluid dynamics effects.
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Chapter 10

Unified Field Theory of the
Rainich Space:
Determining Properties of
Elementary Particles

10.1 Introduction

The well known numerical method of approximating differential quotients by
quotients of differences is used in a novel context. This method is commonly
underestimated, wrongly. The method is explained by an ordinary differen-
tial equation first. Then it is demonstrated how this simple method proves
successful for non-linear field equations with chaotic behaviour. Using cer-
tain discrete values of their integration constants, a behaviour comparable
with MANDELBROT sets is obtained. Instead of solving the differential equa-
tions directly, their convergence behaviour is analyzed. As an example the
EINSTEIN-MAXWELL equations are investigated, where discrete particle quan-
tities are obtained from a continuous theory, which is possible only by this
method. The special set of integration constants contains values identical
with particle characteristics. Known particle values are confirmed, and un-
known values can be predicted. In this paper, supposed neutrino masses are
presented.

In preceding work of RAINICH [32,33] and, later, BRUCHHOLZ [34,35] the
geometry of electromagnetism has been determined by unifying electrodynam-
ics with EINSTEIN’s theory of general relativity [36]. The Ricct tensor [37] is
constructed from the electromagnetic field in tensor representation. This ge-
ometry is conterminous with the geometry of the V4 of signature 2 in general.
The singularity problem arising from the equations of this geometry is solved
geometrically. The geometric equations are formulated numerically, i.e. as dif-
ference equations. The integration constants are parameters in corresponding
recursion formulae, and take on discrete values. Variation of the parameters
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leads to a characteristic convergence behaviour of the numerical equations.
There are points in the parameter space leading to minimal divergence that
are taken as their physically relevant values. — The physical significance of
these insights and results is obvious.

In section 10.2, the theory of the unified field is explained. In the third
section, the numerical method is described. This is applied in sections 10.5
and 10.6 with the parameters determined in section 10.4. The algorithms
are discussed in the sixth section, and some computational results are given
in section 10.7, in particular for the neutrino masses which have not been
determined by any other theoretical method to date. Section 10.8 draws some
conclusions.

10.2 The Equations

The theory is based on the relativistic tensor equations [34] of RIEMANNian
(non-EUucCLIDean) geometry (quoted from [38]):

1
Rik = ki (7 ginFapF™" = Fia F") (10.1)
Fijo + Figi + Friy =0 (10.2)
Fio, =0, (10.3)

in which g;; are the components of metrics, R;; those of the RiccI tensor and
Fi those of the electromagnetic field tensor. x is EINSTEIN’s gravitation con-
stant. The partial derivative is denoted by a comma, the covariant derivative
by a semicolon. If we express the field tensor by a vector potential A with

Figo=Aip — Apyi (10.4)

equation (10.2) is identically fulfilled. Thus, we can base the calculations on
quantities having the character of potentials that are metrics and the electro-
magnetic vector potential.

These equations are known as EINSTEIN-MAXWELL equations. The energy-
momentum tensor of electrodynamics is equated to the energy-momentum ten-
sor of EINSTEIN’s theory [36]. In detail, the homogeneous MAXWELL equations
are used. Only these fulfill force equilibrium and conservation of energy and
momentum (mathematically expressed by the BIANCHI identities, see also ap-
pendix). These equations describe physically the electrovacuum around a par-
ticle and involve geometry described by the EINSTEIN part (equation (10.1))
of the equations. It is the geometry of the V4 of signature 2, also called space-
time, as long as we do not consider constant curvature (see [37]), which is
linearly superimposed with the fields.

These equations and the involved geometry were found by RAINICH already
in the year 1924 [32,33]. Therefore, we will call the space-time RAINICH space.
BRUCHHOLZ [34] derived this geometry independently of RAINICH in a different
way traced out by EISENHART [37], with the same result.
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The geometric equations yield only 10 independent equations for 14 com-
ponents g;r, A;, what means that the geometry respectively the field is not
completely determined. As well, it will be demonstrated that the omnipresent
quantization in physics has nothing to do with this indeterminacy. The quan-
tization is the consequence from chaotic behaviour of the geometric equations,
even also if we override the indeterminacy with additional conditions.

10.3 Explanation of the Numerical Method

For completeness of arguments we repeat in this section what was already
worked out in [38].

In direct numerical solutions of differential equations the differential quo-
tient is replaced by a quotient of finite differences. This leads to recursion rules
on the calculational grid. In the following we will derive a scheme of differences
which is suitable for the type of problems we will solve in section 10.6. We
consider a differential equation of the form

[ (x,e,) + F(z, f'(z),c,) =0 (10.5)

where F' is a function of the derivative of the function f(z) to be found. F
and f depend on a set of constants ¢,. With difference quotients

af o fn+1 _fnfl

ZJ — 10.6

3x Tn 2 AJ? ( 0 )
and for the second derivative

*f Jnt2 = 2fn + fn-2

ZJ — 10.7

02 |z, (2 Ax)? (10.7)

we obtain a recursion formula for the discrete function value of f at z,4s:

fn+2 = 2fn - fn—2 - (2 Ax)2Fn(CV) (108)

or, rewritten,
fx4+2 Az) = 2f(x)— f(x—2 Ax) — (2 Az)*F(z— Az, z, 2+ Az, c,) . (10.9)

We have chosen a difference of two grid points for the second derivative
in order to obtain a simple recursion formula. The parameters ¢, denote the
integration constants of the differential equations and are part of the initial
conditions. The latter are obtained from appropriate approximations of f in
the initial range of x. For real-valued z and ¢, this iteration formula is able
to behave in a chaotic manner, in dependence of the parameters ¢,. These re-
sults can be generalized for systems of partial differential equations with many
variables. In definition regions where the functions have diverging solutions,
we obtain a map of the “degree of divergence” which can be graphed in a plane
if we have two parameters ¢; and co for example. All this is in analogy to the
well known MANDELBROT sets familiar from chaos theory [39,40].
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We shall see from the EINSTEIN-MAXWELL equations that different values
of the integration constants (as parameters) lead to a varying divergence be-
haviour. While f immediately diverges in most cases, there are discrete values
of the parameters ¢ where f diverges at a relatively sharply defined x value
which stands for the radius here. (Further details are given in section 10.6.)
These special values of the parameters perform a special set leading to a kind of
“semi-stable” solutions of f. — In practice, this behaviour will be smeared over
due to rounding errors. (Otherwise, we would not find the relevant discrete
values.)

10.4 Determination of the Parameters

Differential equations of the discussed type result with first approximation in
wave equations

af=o0 . (10.10)

The integration constants from the wave equations are the parameters of the
corresponding recursion formulae, named in section 10.3. It is detailedly ex-
plained in [35] how to compare the wave equations with corresponding POISSON
equations, which have an additional source term. The integration constants of
the wave equations then replace the sources of the PO1SSON equations. Con-
crete terms for the EINSTEIN-MAXWELL equations can be seen in section 10.6.

10.5 The Singularity Problem and its Solution

According to a theorem of EINSTEIN and PAULI [41], analytic solutions of equa-
tions (10.1,10.3,10.4) lead commonly to singularities. There are two types of
singularities. The first type is a singularity inferred by assuming for exam-
ple point masses and point charges in order to simplify the equations so that
analytical solutions are feasible. This is often considered as a deficit when
comparing a calculation with the situation in reality. However, in our cal-
culations, these formal singularities are placed into the inner of the particle
(according to observer’s coordinates) which is not subject of calculation. The
reason is as follows:

The observer uses coordinates in a tangent (asymptotic) space around the
particle (with the singularity). The coordinates of the observer are projected
onto the RAINICH space around the particle. We have a physically irrelevant
region where this projection is not possible. The physically irrelevant regions
are “behind” a geometric limit, which is the limit for this projection. Geo-
metric limit means, at least one physical metrical component (explained in
section 10.6) takes on an absolute value of 1. With spherical coordinates, the
formal singularity is at the centre.

The basic idea of calculation is as follows. The equations (10.1,10.3,10.4)
are evaluated on a radial grid from outer to inner and so one approaches the
unknown inner area successively. At a certain radius, the calculation starts to
diverge because the central singularity becomes predominant. It is important
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to notice that this radius of divergence is clearly separated from the central
singularity so a second type of singularity here appears. ECKARDT called
the second type a “numerical singularity” [38]. SCHMUTZER told that the
(formal) singularity is displaced due to the chaos in the recursion formulae .
However, also the numerical singularity is always “behind” the geometric limit
and, therefore, in the physically irrelevant region. — So neither the numerical
singularity nor the formal singularity are a problem for geometric equations.
The geometric limit will be revealed to be a boundary at the conjectural par-
ticle radius with numerical simulations according to the EINSTEIN-MAXWELL
equations.

The geometric limit is the mathematical reason for the existence of discrete
“semi-stable” (explained in section 10.3) solutions. Here a mix from chaos (see
[35] and previous sections) and marginal-problems is acting. — These discrete
solutions involve discrete values of the integration constants, which are also
called eigenvalues in context with the marginal-problems. We shall see that the
RAINICH space is able to produce such eigenvalues, and that the eigenvalues
represent a set identical with the entirety of the particle characteristics.

10.6 Numerical Simulations

In order to gain eigenvalues, one has to do lots of tests, because the particle
quantities are integration constants and have to be inserted into the initial
conditions (for more details see [35]), which are defined for the electrovacuum
around the particle.

As already mentioned, the basis for computations are equa-
tions (10.1,10.3,10.4).  For the sake of simplicity, we restrict equations
(10.1,10.3,10.4) to time independence and rotational symmetry. That results,
with spherical coordinates

:171:7‘, ‘fEQ:ﬁ’ x3:sp7 x4:jct7

in 6 independent equations for 8 components with character of a potential,
As, Ay, 911,912, 922, 933, 934, §aa, the other vanish. In order to override the
indeterminacy by the two missing equations, we define

g12 =0 (and, consequently, ¢*? = 0) (10.11)
and
g = det|gix| = r*sin?9 . (10.12)

These conditions are arbitrary, in which the second is taken from the free-field
MINKOWSKI metric. They are in combination leading to reasonable results.
Important to notice: The integration constants do not change with arbitrary
conditions like equations (10.11), (10.12).

The integration constants from equations (10.1,10.3,10.4) result from a se-
ries expansion. The first coefficients of expansion are the input for the simula-
tions and are inserted into the initial conditions [35]. The output is the number

Iprivate information by Ernst Schmutzer, formerly Univ. Jena
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of grid points along the radius until divergence occurs, which is a measure for
the stability of the solution.
The first coefficients (integration constants) are

K m K m
- _ — 10.13
“ 47 47 ( )
(mass),
K S K S
=] — = — 10.14
2= 4me 4dme ( )
(spin),
1 1 1
. o2 @ K2 o2 @
€ ! 47 47 ( )
(charge), and
1 1 1
02 M 3,2 M
Cq = — Eo? —t K2 Eo” (10.16)

(magnetic moment).

As explained, these follow from a comparison of series expansion from the
EINSTEIN-MAXWELL equations (homogeneous MAXWELL equations) with
the solutions of corresponding inhomogeneous equations, see [35]. The
dimensionless terms after the arrow are taken for computation, and have
positive values. The imaginary unit has been eliminated. The unit radius
(r = 1) corresponds to 10~'%m. By this, the initial conditions become, using
T=7%5-17,

gn = 1+ 671 - %(673)2 + (%)2(1;;6%2 T), (10.17)
g2 = {1+ (%)2(%0082T— 1%)} : (10.18)
g5 = rcostT{1 + (%)Q(COTZT - %)} , (10.19)
g = 1- % + %{(%3)2 + (%)2 sin® T}, (10.20)
gz = rcos?T (:—3 - %Cj’%) : (10.21)
A; = rcos?T % , (10.22)
Ay = 673 . (10.23)

The physically relevant parts of the metrical components are called physical
metric components. These are the complement to unity in equations (10.17-
10.20). Denoting the complements by g(11y etc. the above equations read

g = l+4+gay, (10.24)
g2 = r*(14g@2), (10.25)
g3z = r2sin® 9 (14 gaa) (10.26)
gaa = 14 g - (10.27)
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The physical metric components have a magnitude of ca 1074% or smaller at the
unit radius. Since several components contain unities, the physical components
would have no effect due to lack of numerical precision during computation.
Therefore, the actual computation is done with quantities performed from
these physical components, with the consequence that the unity summands in
the equations are eliminated.

We have to insert the values of the integration constants into the modified
initial conditions (with physical components), see program in the data
package (available at the author’s website?). The conversion of physical into
normalized (dimensionless) values and vice versa is described in detail in [35].
Table 10.1 shows some values with radius unit of 107! m. These examples
allow for convenient conversion.

physical value

norm. value

proton mass | 1.672 x 10~ %**g 2.48 x 10739
electr.mass | 0.911 x 107%"g 1.35 x 10742
h 1.054 x 107 *"cm?g/s | 5.20 x 107
elem. charge | 1.602 x 10~ 9As 1.95 x 1072
1B 1.165 x 1072"Vscm | 3.70 x 1071°

Table 10.1: Physical and normalized values for conversion.

Higher moments are missing in the equations because of lack of knowledge,
their influence is estimated to be rather small. In the results section we will
insert known values and values deviating from them, and compare the results.

The algorithm for evaluating the equations requires numerical differentia-
tion. We do this by separating the quantity with highest radius index at the
left-hand side as described in section 10.3. All previously evaluated quantities
are at the right-hand side. These quantities come from equations (10.1) and
(10.3) using (10.4). For example when we calculate spherical shells from out-
side to inside, the new quantity is fy,+2,». In the following difference equations
f stands for any potential-like quantity:

% o f’”‘l”; _Afmﬂ’" 7 (10.28)
2

% ot fmtz _éfE;j fmozn (10.29)
2% o fm’"*g ;5?”’”*1 7 (10.30)
% ot Pt 22%’; SSURENY (10.31)

2http://www.bruchholz-acoustics.de/physics/neutrino_data.tar.gz
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JFrom equation (10.29), and secondarily from equations (10.28), (10.30),
(10.31), we obtain recursion formulae of the kind

fm+2,n - 2f7n,n - fnL—Q,n - (2 AT)QFm,n(CV) ) (1032)

see also section 10.3. The F,,, are very complex, and contain the non-
linearities of the EINSTEIN-MAXWELL equations. Detailed formulae are avail-
able in the Pascal code (see author’s web site above). This method is made
possible by the fact that 2nd derivatives in the tensor equations appear always
linearly. Therefore the doubled difference in equation (10.29) was introduced.

When the program runs, the values of the several components are succes-
sively quantified in one spherical shell after the other. The computation is
done for all components along the inclination (¢ values) at a given radius, and
along the radius (with all inclination values) from outside to inside step by
step until geometric limits are reached. After starting the procedure, we get
the values as expected from the initial conditions. Suddenly, the values grow
over all limits. At this point geometric limits are reached and the calculation
is stopped.

The step count (number of iterations) up to the first geometric limit of
a metrical component (where the absolute value of the “physical” component
becomes unity) depends on the inserted values of the integration constants.
A relatively coarse grid reflects strong dependencies, however, the referring
values of the integration constants are imprecise. Computations with finer grid
lead to smaller contrast of the step counts, but the values are more precise.

The resulting eigenvalues of the integration constants are obtained where
the step count until divergence is at maximum. Round-off errors have to be
respected because these can be in the order of step count differences for the
formulae.

In order to see the eigenvalues, lots of tests were run with parameters more
and less deviating from reference values. The output parameter (used for the
plots discussed in the results section) is the mentioned step count. In order to
make visible the differences, the step count above a “threshold” is depicted in
resulting figures by a more or less fat “point”.

Though neutrinos are uncharged, one has to use always the full EINSTEIN-
MAXWELL equations (with zero charge and magnetic moments) to account for
the inherent non-linearity. Because the information is in the entire field outside
the geometric boundary, one has to do so even if charge and magnetic moment
are zero. Higher moments exist anyway and are included in the calculation.
Only in the (outer) initial conditions (when starting the calculations) they are
neglected.

10.7 Computational Results

10.7.1 Spins, Electric Charges, Magnetic Moments

Tests including parameters different from mass had to be run with an initial
radius close to the conjectural particle radius. Here, the influences of the four
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relevant parameters onto the metric (about 1074%) are comparable.

The best result has been achieved with the free electron, see [35]. The
magnetic moment of the electron arises specially sharply, due to the dominant
influence.

Unfortunately, the mass gets lost in the “noise” from rounding errors. Only
cases with charge and mass together can be made visible in exceptional cases,
see for example [35,42].

10.7.2 Masses

Masses of nuclei

The influence of mass on metrics prevails in a certain distance from the
conjectural particle or nucleus radius, respectively. It proves being possible to
set the remaining parameters to zero. Figs.10.1 and 10.2 show related tests,
with possible assignment of maxima in the figures to nuclei [42].

It was necessary in the tests according to Figs. 10.1, 10.2 to “pile up” the
data. For this purpose, several test series with slightly different parameters
(mostly initial radius) have been run, and the related step counts (the out-
put) have been added. So the “noise” from rounding errors is successively
suppressed. With 80bit floating point registers, the rounding error is in the
20th decimal. As well, the relative deviation of difference quotients from re-
lated differential quotients in the first step is roughly 10720 — that is the limit,
where the onset of chaotic behaviour can be seen. Consequently, simulations
with only 64 bit (double) lead to no meaningful results.

One can see certain patterns in the figures, which could arise from errors
by neglecting other parameters.

Masses of leptons

It is principally possible to deduce the masses of all free particles, if they are
stable to some extent. Since the electron mass is relatively small, one needs an
initial radius of about 4 x 10~ m in order to be able to neglect the influence
of spin, charge, magnetic moment to some extent, see Fig. 10.3 [38]. One step
count maximum (piled) appears fairly correctly at the experimental value,
flanked by adjoining maxima, possibly caused by the neglected parameters.

The success in detecting known masses gives us confidence for trying a pre-
diction of neutrino masses. That implies that neutrinos are stationary parti-
cles, i.e. have rest mass at all. Then they can never reach light speed.

The Particle Data Group [43] commented in the year 2002:

There is now compelling evidence that neutrinos have nonzero mass from the
observation of neutrino flavor change, both from the study of atmospheric
neutrino fluzes by SuperKamiokande, and from the combined study of so-
lar neutrino cross sections by SNO (charged and neutral currents) and Su-
perKamiokande (elastic scattering).

The neutrino has the advantage of being electromagnetically neutral. As
well, the spin does not perceptibly influence other components of metrics than
those for the spin itself. So we can unscrupulously neglect the spin, and search
for quite tiny masses.
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Quoting the Particle Data Group (in 2002) again [43]:
Mass® m < 3eV.
Interpretation of tritium beta decay experiments is complicated by anomalies
near the endpoint, and the limits are not without ambiguity.
Newer experiments re-verify this ambiguity, just providing multiple mass
bounds.

Ten plausible maxima have been found in our calculations for the electron
neutrino, see Figs.10.4,10.5,10.6,10.7,10.8, (quoted from [38]) and the sup-
plementary data. Obtained values are 0.068¢eV, 0.095¢eV, 0.155eV, 0.25¢eV,
0.31eV, 0.39eV, 0.56eV, 1.63eV, 2.88¢V, 5.7eV. Smaller values are less con-
vincing.

The mentioned ambiguity gets along with the fact that multiple mass values
have been detected. It could be possible that the set of values is reduced by
computation with spin. The precision with 80bit registers is not sufficient
for such calculations. However, it could well be possible interpreting some
values as composites from smaller values. Here we could have comparable
circumstances like in nuclei so that there is no reason for the assumption that
only one value can exist. This conclusion is supported by multiple experimental
mass bound values.

Many mass values are integer multiples of ~0.08 ¢V, within the tolerances
of the method. At the place of this value there is a hole in the figure, flanked
by maxima at 0.068eV and 0.095eV. This could be:

1) a methodical error, or an effect of overdriving, known from electrical engi-
neering,

2) both values are a kind of basic values, where the other values are composites
from.

Other interpretations cannot be precluded.

10.8 Conclusion

It has been shown in this paper that the singularity problem is irrelevant for
geometric equations, just for those of the RAINICH space, the known EINSTEIN-
MAXWELL equations. So these equations can be numerically solved. Even
more, the discrete values of particle quantities, for example neutrino masses,
can be predicted by numerical calculations based on EINSTEIN-MAXWELL the-
ory. Starting from a finite difference scheme for differential equations, chaos
properties of these equations were investigated in dependence of parameters
being integration constants of the theory.

The resulting masses for supposed electron neutrinos come out to lie in
the range being known by experiments. This is probably the first time that
neutrino masses are predicted by a theory based on first principles.
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masses according to the described numerical method. Also, he reported the
state of experimental neutrino research.

Appendix: Basic Formulae of General Relativity

The tensor calculus is a lot more clear than conventional vector analysis so
that the formalism of the general theory of relativity [36] is reduced to few
formulae:

The BIANCHI identities [37]

1
(RE — LR3) =0
are always fulfilled by
Ry, =0

Therefore, only 6 independent equations exist for 10 components g; . If we
set (EINSTEIN and GROSSMANN [36])

1
Rip — 5 Rgix = =T,
the divergences of the energy tensor must vanish
Tz'k;k =0,

as dictated by nature. For the variables in the energy tensor, separate condi-
tions follow, which do not take the place of the lacking conditions in metrics.
The divergences of the energy tensor of distributed mass

Tik _ dz? dz*

_Udsg

with the mass density o are

with the (space-like) curvature vector k. One can see the equivalence prin-
ciple [36] in the curvature vector, because the curvature vector consists of
accelerated motion and the gravitational field. - Since the curvature vector of
any time-like curve in space-time is different from zero in general, ¢ must be
zero everywhere. Distributed mass does not exist.

There is an exception when we start from discrete masses (which can only
be integration constants). The force onto a body with the mass m then were

K = mk?

For force equilibrium it must be k* = 0 . That results in four equations of
motion. The curve described by the body in space-time is a geodesic.
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The electromagnetic energy tensor (LORENTZ, see EINSTEIN [36])
1
Tik = FiaFy" = Sk Fap F*"
would result in a force density (LORENTZ force)
Tik _ Fz Sa
; - a ?

i.e. S must be zero. That means, there are no distributed charges and currents.
Discrete charges are analogous to discrete masses. Equations of motions result
together with the mass (the curves are no geodesics then).

From this we see:
1) Complete determinacy is not given.
2) There are no distributed charges and masses (sources).
3) Only the electromagnetic energy tensor is applicable in EINSTEIN’s gravi-
tational equation.
4) In order to calculate fields (gravitational and electromagnetic), we have to
deal with integration constants instead of sources.
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Figure 10.1: Tests for nuclei with mass numbers up to 8. Initial radius 4, 400
values, 4 times piled (1600 tests).
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Figure 10.2: Tests for nuclei with mass numbers from 8 to 16. Initial radius
5, 400 values, 5 times piled (2000 tests).
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Figure 10.3: Tests for the free electron. Initial radius 400, 51 values, 9 times
piled (459 tests).
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Figure 10.4: Tests for the electron neutrino, masses < 0.11eV. Initial radius
5, 100 values, 9 times piled (900 tests).
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Figure 10.5: Tests for the electron neutrino, masses < 0.4eV. Initial radius 5,
100 values, 9 times piled (900 tests).
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Figure 10.6: Tests for the electron neutrino, masses < 1eV. Initial radius 5,
99 values, 9 times piled (891 tests).
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Figure 10.7: Tests for the electron neutrino, masses < 4eV. Initial radius 5,
99 values, 9 times piled (891 tests).
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Figure 10.8: Tests for the electron neutrino, masses < 11eV. Initial radius 5,
100 values, 9 times piled (900 tests).
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Chapter 11

Kirchhoft’s Law of Thermal
Emission and its
Consequences for
Astronomy, Astrophysics
and Cosmology

11.1 Introduction

Kirchhoff’s Law of Thermal Emission is a pillar of modern physics. In assum-
ing its validity Max Planck went on to obtain his famous equation for thermal
spectra, wherein he introduced the quantum of action. Quantum mechanics
was then born, and the theoretical physics of thermal emission and beyond,
fixed to universality of Planck’s equation. By this universality, Planck’s equa-
tion has been widely applied in physics and astronomy. Astronomers report
the temperature of the Sun’s photosphere at ~5,800 K by means of Planck’s
equation. Cosmologists insist that there is an isotropic Cosmic Microwave
Background Radiation pervading the universe, left over from a big bang cre-
ation event, having a blackbody spectrum (i.e. a planckian distribution of
frequencies) at a temperature of ~2.725 K. Astronomy and astrophysics apply
universality of Planck’s equation everywhere.

Planck’s equation is his answer to the riddle of ‘blackbody radiation’, be-
cause it was upon black materials such as lampblack (i.e. soot) that Kirchhoff
constructed his Law. Nonetheless, Kirchhoff permitted his Law to encompass
not just black materials such as soot, but any opaque solid material. Planck’s
equation similarly came to hold within its ambit a vast array of solid materials
other than carbon, gases, gaseous plasmas, quark-gluon plasmas, and various
clouds of exotic particles that existed, according to big bang cosmology, in the
first 400,000 years of the big bang universe, which created itself from noth-
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ing [44]. According to this theory, time, being a component of the Universe,
did not exist before the big bang, because nothing existed before the big bang.
The big bang delivered existence itself. Cosmology therefore ‘counts time’
from zero at the big bang.

Yet Planck’s equation remains without a firm connexion to physical pro-
cesses, for its etiology is largely unknown. As Robitaille [45] has emphasised,

“In processes where light is emitted, there are five aspects to
consider: 1) the physical setting, 2) separate energy levels created
in this setting, 3) a transition species which will make use of these
energy levels, 4) the production of a photon, and 5) an equation.
For instance, for Lyman-a radiation these correspond to 1) the
hydrogen atom, 2) the two electronic orbitals involved in the tran-
sition, principle quantum numbers N=2 and N=1, 3) the electron
as the transition species, 4) the Lyman-« emission at 121621, and
5) the Rydberg formula. Alternatively, in speaking of the proton
nuclear magnetic resonance line from water, these correspond to
1) the hydrogen atoms of the water molecules placed in a magnetic
field, 2) the hydrogen nuclear spin up or spin down states, 3) the
hydrogen nuclear spin as a transition species, 4) the hydrogen line
at 4.85 ppm, and 5) the Larmor equation. Analogous entries can
be made for any spectroscopic process in physics, with the exception
of blackbody radiation. In that case, only the 4th and 5th entries
are known: 4) the nature of the light and 5) Planck’s equation.”

The fundamental physics of thermal emission was established by the Scot-
tish experimental physicist Balfour Stewart, who, in 1858, published the Law
of Equivalence (i.e. Stewart’s Law), which states that at thermal equilibrium
radiative emission equals radiative absorption:

“The absorption of a plate equals its radiation, and that for
every description of heat.” [46, §19]

“That the absorption of a particle is equal to its radiation, and
that for every description of heat.” [46, §33]

Thus, at thermal equilibrium, the thermal energy absorbed by a material is
equal to the thermal energy it emits.

In 1859, Kirchhoff [47] published his Law of Thermal Emission, which incor-
porated Stewart’s Law. Although Kirchhoff was well aware of Stewart’s work
and publications, he did not cite him. This led to some acrimony between the
two scientists. Moreover, Kirchhoff, using theory alone, went well beyond ex-
perimental findings, for Kirchhoff attributed to all opaque solids the universal
property of ‘blackbody radiation’; the radiation being dependent only upon
the emitter’s temperature, at thermal equilibrium. Kirchhoff thereby made all
opaque solid materials blackbodies. It is this property that Planck embraced
and which became a canon of theoretical physics, in the form of his equa-
tion for thermal spectra. Astronomy and cosmology subsequently did away
with opaque solids and enclosures in order to admit free and bound gases and
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clouds of exotic particles into the blackbody fold, and finally became lax with
the requirement of thermal equilibrium. In these ways cosmology has built its
theoretical basis, not just upon Einstein’s General Theory of Relativity, but
even more so upon thermal emission. Without Kirchhoff’s Law of Thermal
Emission and universality of Planck’s equation cosmology and astronomy are
without firm foundations. It is therefore essential to ensure that the physics of
thermal emission is correctly employed. Unfortunately, cosmology and astron-
omy have failed to do so, violating the physics of thermal emission at every
turn, invoking ad hoc unrealistic processes and a swag of new particles ad
arbitrium in their endeavours to shore up a theory that has become another
canon to be maintained despite the evidence.

11.2 Kirchhoff’s Law of Thermal Emission
(Blackbody Radiation)

One is hard-pressed to find the correct statement of Kirchhoff’s Law of Thermal
Emission in textbooks and scientific papers. The best source of Kirchhoff’s
Law of Thermal Emission is Kirchhoff himself [48, §16]:

“If a space be entirely surrounded by bodies of the same tem-
perature, so that no rays can penetrate through them, every pencil
in the interior of the space must be so constituted, in regard to its
quality and intensity, as if it had proceeded from a perfectly black
body of the same temperature, and must therefore be independent
of the form and nature of the bodies, being determined by the tem-
perature alone ... In the interior therefore of an opake red-hot body
of any temperature, the illumination is always the same, whatever
be the constitution of the body in other respects.”

Fig. 11.1 depicts three hollow enclosures: a box made of granite, a sphere
made of carbon, and a pyramid made of highly polished silver. If a small hole
be made in each so that the radiation within can be sampled from outside
when all three cavities are at the same temperature, according to Kirchhoff,
the radiation is the same from all three cavities, as if they were all made of
carbon or lined with soot, since the nature and form of the cavity walls is
irrelevant to the radiation field within them.

The setting of Kirchhoff’s Law of Thermal Emission is an opaque solid cav-
ity at thermal equilibrium. Planck’s equation for thermal spectra was forged
upon this setting. For Kirchhoff and Planck the nature and form of an arbi-
trary cavity at thermal equilibrium is irrelevant to the radiation it contains.
Their cavities all behave as if they were lined with lampblack at the same tem-
perature. Thus, all thermally equilibrated cavity radiation is black, even the
theoretical cavity made from a perfect reflector. This is the essential feature of
Kirchhoff’s Law and the basis for universality of Planck’s equation. The only
restriction on cavity form is that it must be large enough so that the effects of
diffraction are unimportant. In addition, when conduction or convection are
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Figure 11.1: Hollow objects: a granite box, a carbon sphere, and a highly polished
silver pyramid. By Kirchhoff’s Law of Thermal Emission, when all three cavities are
at the same temperature, the radiation field within them is always the same: that of
blackbody radiation: irrespective of the nature and form of the cavity, as if all were
made of carbon.

present, materials responding under their influence cannot ever be blackbod-
ies [49,50]. A blackbody can maintain thermal equilibrium only by radiative
means.

“For the heat of the body depends only on heat radiation, since,
on account of the uniformity in temperature, no conduction of heat
takes place.” [50]

To these cavities arcanum Kirchhoff attached what he thought to be a
profound physical property: that the (black) radiation therein is a function
of only temperature and frequency. This relation subsumes Stewart’s Law of
Equivalence.

“The ratio between the emissive power and the absorptive power
is the same for all bodies at the same temperature ...” [48, §3]

Kirchhoff rendered this relation mathematically as,

E

1= e, (1)

where he called E ‘emissive power’, A ‘absorptive power’, and e is an unknown
universal function of only temperature T and frequency v, for all cavities
constucted from opaque solid materials, irrespective of their nature and form.
Finally he set A = 1 so that E = e acquires the mysterious property of
universality, because neither E nor e are unity. The elucidation of the universal
function e Kirchhoff believed to be of great scientific importance. It was Planck
who finally gave e a definite form. However, when A = 0 Kirchhoff’s universal
function is undefined, and his terminology is otherwise confounding. In modern
notation Kirchhoff’s ‘universal function’ is given by,

ﬂ:f(T,l/), (2)

@,

where E,, is emissive power, «,, is the unitless absorptivity, and e = f (T, v)
[49].
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In 1901 Max Planck [53] adduced his equation for blackbody radiation. He
elaborated on it in his book in 1914 [50]. The spectral density u of radiation
is given by [50]:

8rhv? 1
U= "3 ch/kT _1’ (3)

where c is the speed of light, T the temperature, v the frequency, h Planck’s
constant, and k£ Boltzmann’s constant; all being quantities independent of the
nature and form of the cavity.

Furthermore, Planck [50, §10], contrary to Kirchhoff’s thesis and the exper-
imental facts, permitted even transmissive solids to be blackbodies, by means
of their ‘thickness’:

“...the blackbody must have a certain minimum thickness de-
pending on its absorbing power, in order to insure that the rays
after passing into the body shall not be able to leave it again at a
different point of the surface. The more absorbing a body is, the
smaller the value of this minimum thickness, while in the case of
bodies with vanishingly small absorbing power only a layer of infi-
nite thickness may be regarded as black.”

Yet the absorptivity of any material is not a function of thickness. Kirchhoff
[48, §2] argued that only the surfaces of materials absorb and emit radiation:

“This investigation will be much simplified if we imagine the
enclosure to be composed, wholly or in great part, of bodies which,
for infinitely small thickness, completely absorb all rays which fall
upon them.”

Physically speaking, there can be no narrower layer of a material than an
atomic layer. In pure geometry a surface has no thickness at all because a
geometric surface is 2-dimensional. Purely geometric surfaces cannot absorb
or emit radiation, because they are not physical. Moreover, real materials are
not all black, not because they are not sufficiently thick, but because they
possess reflection, which occurs at their surfaces. This includes the ‘perfect
reflector’, which can only reflect, as its absorbing and emitting powers are
naught. The perfect absorber (i.e. a blackbody) is opaque and absorbs all
incident radiation at its surface because its reflective power is naught.

There has never been a theoretical or experimental proof of Kirchhoff’s
Law of Thermal Emission. Kirchhoff formulated his Law from theorising alone.
Planck’s theoretical proof of Kirchhoff’s Law does not hold because, ironically,
he violated the physics of thermal emission and of optics [49]. Moreover, there
has always been ample experimental evidence that Kirchhoff’s Law is false,
since if it was true, then resonant cavities would not exist because all cavities
at thermal equilibrium would be blackbodies, incapable of producing standing
waves. Conversely, if standing waves are present within a cavity, the radiation
is not black. Resonant devices and associated microwave technologies attest
to the falsity of Kirchhoff’s Law.

Although the details of the mechanism of thermal emission are unknown,
as already pointed out in §1 above, it is known that thermal emission requires
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a lattice [54]. Only condensed matter possesses a lattice. Gases do not have
a lattice structure. Consequently, gases do not emit a planckian spectrum.
Gases emit generally in narrow bands, as shown for hydrogen gas in Fig. 11.2.
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Figure 11.2: The spectrum of hydrogen gas is not continuous. Gases do not possess
a lattice.

The blackbody spectrum is a continuous spectrum. Astronomy and cos-
mology nonetheless invoke blackbody spectra for the Sun and stars modelled
as balls of hot gaseous plasma, and for the so-called ‘Cosmic Microwave Back-
ground’ (CMB). Statistical mechanics treats a ‘photon gas’ within a thermally
equilibrated cavity as a blackbody spectrum, by assuming a priori that the
material nature of the enclosure is irrelevant [55, §9.2]. This necessarily leads
to universality of Planck’s equation by the logical fallacy of petitio principii. A
general equation for thermal spectra must account for the material nature of
the enclosure. Physics has not ascertained such an equation. Planck’s equation
strictly pertains only to a blackbody in the setting of thermally equilibrated
cavities. Otherwise, any temperature obtained from Planck’s equation is, in
general, uncertain.

When investigating cavity radiation Kirchhoff and Planck permitted all
the energy in the walls thereof to be available to thermal emission. Pumping
heat into these walls causes them to increase their temperature and this heat
Kirchhoff and Planck made immediately available to exchange with the cavity
radiation. In doing so they instantly made all cavities black because soot es-
sentially has this property. Moreover, this is the reason why their cavities are
independent of the nature of the walls. At thermal equilibrium the radiation
density of any cavity is the same as if the cavity was made of or lined with car-
bon. The only difference between the views of Kirchhoff and Planck is that the
latter permitted cavities made from transmissive solids, subject to ‘thickness’,
whereas the former maintained that only the surface of an opaque solid emits
and absorbs thermal radiation; a physical ‘surface’ being very thin. Planck’s
‘thickness’ argument has no basis in physical reality, as the experiments of
Stewart and Kirchhoff himself attest. Indeed, to this day there is no evidence
whatsoever for Planck’s ‘thickness’ hypothesis. Transmissive materials are not
black, not because they are not very thick, or ‘infinitely thick’, but because
they have low emissivity. In the case of the perfect reflector, it cannot produce
blackbody cavity radiation because it has an emissivity of zero - it cannot emit
any thermal radiation within a cavity of otherwise. Radiation from a perfect
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reflector is entirely reflected radiation. In relation to the ‘Cosmic Microwave
Background Radiation” which he calls “a diffuse background of radio static
left over from near the beginning of the universe”, Weinberg [56] repeats the
fundamental error in the usual fashion:

“Inside a box with opaque walls, the intensity of the radio noise
at any given wavelength depends only on the temperature of the
walls - the higher the temperature, the more intense the static.”

Real materials possess reflectivity. By failing to understand reflectivity,
thereby neglecting it entirely, Kirchhoff and Planck incorrectly made all cav-
ities black. If p is reflectivity and e is emissivity, then for opaque materials
€ + p = 1: the total thermal energy issuing from a material surface is a com-
bination of that which is emitted and that which is reflected. A receiver of
this radiation cannot discern which part is due to emission and which due to
reflection, without knowing beforehand the nature of the material involved. In
the case of a blackbody, p = 0, so its emissivity is 1. In the case of a perfect
reflector, p = 1, so its emissivity is 0. All other opaque materials lie within
the given range subject to the constraint ¢ + p = 1. When heat is injected
into the walls of an arbitrary cavity, the temperature of the walls rises, but
not all of this energy is convertible to the thermal radiation field. In general,
there is always energy within the walls of a thermally equilibrated cavity that
is not available to exchange with the emission field inside the cavity. Ener-
getic degrees of freedom exist within the walls which are not coupled to one
another. Consequently, the radiation field within an arbitrary thermally equi-
librated cavity does not report the true temperature of the cavity walls; only
an apparent temperature. Nuclear Magnetic Resonance (NMR) and Magnetic
Resonance Imaging (MRI) are thermal processes. For this very reason Felix
Bloch called T1 the ‘thermal relaxation constant’. Nonetheless, physics since
Bloch has forgotten this, and astronomy and cosmology have never realised
this. Robitaille [57] has made the fact stark - if Kirchhoff’s Law of Ther-
mal Emission is true, then MRI would be impossible. But MRI exists and is
used in medicine every day. NMR and MRI are facilitated by means of spin-
lattice relaxation, from which it follows that there is energy within the walls
of an arbitrary cavity that is not available to thermal emission. The clinical
existence of MRI is proof alone that Kirchhoff’s Law of Thermal Emission
has always been false. Consequently, Planck’s equation is not universal. But
without Kirchhoff’s ‘Law’, and hence the universality of Planck’s equation,
big bang cosmology is invalidated in one stroke, without any need to consider
the mathematical obfuscations of Einstein’s General Theory of Relativity. Big
bang cosmology is a product entire of General Relativity. It follows that Ein-
stein’s is a theory built upon sand. The properties of energy are the downfall
of the General Theory of Relativity, for not only does it, in one way or another,
invoke violations of the physics of thermal emission, it also violates the usual
conservation of energy and momentum for a closed system [58-60]; thereby
in conflict with a vast array of experiments. Moreover, Robitaille [61,62] has
proven by means of a simple experiment that Kirchhoff’s Law of Thermal
Emission is certainly false.
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Thermal spectra do not in general reveal the temperature of the emitter
[49]. Only in the case of a known black solid, such as soot or graphite, at
thermal equilibrium within a cavity, is the temperature certain. All other
temperatures extracted from thermal spectra are uncertain - they are only
apparent temperatures. The Sun is a case in point. Solar scientists report
that the photosphere has a temperature of about 5,800 K [63], from the Sun’s
‘blackbody spectrum’. But the Sun is not within an enclosure and is not
in thermal equilibrium with an enclosure. Although the solar spectrum has
a planckian distribution, it is not a blackbody spectrum. The temperature
extracted from the solar spectrum is therefore only apparent. To appear to
have a temperature of 5,800 K, the photosphere must be hotter than 5,800 K
because it must have a temperature high enough to look like a true blackbody
at 5,800 K. Only if the photosphere is composed of a solid black material, such
as graphite, is a temperature of 5,800 K absolute. Since the photosphere is
not graphite, it is not at 5,800 K. Moreover, according to the standard solar
model, the Sun is a ball of hot gaseous plasma, in which case it does not have a
lattice structure and is therefore unable to emit a planckian spectrum. Yet the
solar spectrum is continuous, mimicking a blackbody at 5,800 K. The sprectra
for several stars are illustrated in Fig. 11.3.
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Figure 11.3: The spectra of three stars. Note that they are continuous and follow a
planckian distribution. The temperatures are not real, only apparent, because stars
are not blackbodies and are not at thermal equilibrium within an enclosure.

The conclusion is that the Sun is not gaseous - it must be condensed mat-
ter. The gaseous model of the Sun is an example of the misapplication of
Kirchhoff’s Law of Thermal Emission, even if the Law be true, and misinter-
pretation of its thermal spectrum, by the incorrect assumption of universality
of Planck’s equation. To mimic a blackbody at 5,800 K the Sun must have
an emission mechanism similar to graphite - at the very least it must possess
a lattice structure. Only condensed matter possesses a lattice. Matter that
is not condensed cannot emit a planckian spectrum. Robitaille [45,51,52] has
argued cogently that the Sun is condensed matter, most likely liquid metallic
hydrogen. Liquid metallic hydrogen has a hexagonal-planar structure similar
to graphite. This structure accounts very well for the observational evidence
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from the Sun. Different star types have different lattice structures.

By means of microwave ovens in the home and submarine radio communi-
cations it is well known that water is a good absorber of microwaves. It is also
well known from the laboratory that a good absorber is a good emitter, and
at the same frequencies. Thus, water is a good emitter of microwaves. Ap-
proximately 70% of the Earth’s surface is covered by water. This water is not
microwave silent. It is in steady state with the atmosphere. Microwave emis-
sions from the oceans are scattered by the atmosphere, producing an isotropic
microwave bath therein. It therefore does not matter from which direction or
at what time of day or of season, when sampled from the ground, this mi-
crowave signal is present and robust. Water is condensed matter. As with all
liquids, it has a fleeting lattice. In the case of water there are two bonds: (1)
the hydroxyl bond, (2) the hydrogen bond. The strengths of these two bonds
are not the same. The hydrogen bond has a force constant that is ~100 times
weaker than the hydroxyl bond. Fig. 11.4 depicts the fleeting lattice of wa-
ter. Each water molecule forms four hydrogen bonds with surrounding water
molecules, in the essentially linear subunits, O-H- - -O, schematically depicted
in Fig. 11.4.

Figure 11.4: The water lattice. Each water molecule acts to accept and donate
four hydrogen bonds. The subunit O-H- - -O is essentially linear. Reproduced from
Robitaille [75], with permission.

The energy in the hydroxyl bond is not available to microwave emission,
whereas the hydrogen bond, acting as an oscillator, is responsible for mi-
crowave emissions from water [75,76]. The water dimer is depicted in Fig.
11.5.

Water is an example of energetic degrees of freedom being uncoupled. Since
the hydrogen bonds form a lattice, water emits microwaves in a planckian
distribution. From this spectrum a Wein’s temperature can be mathematically
extracted. However, most of the water’s energy is contained in the microwave
inaccessible hydroxyl bond. If E; is the energy in the hydroxyl bond, E5 the
energy in the hydrogen bond, k1 and ks the respective bond force constants,
then the ratio of the energies, and hence of the temperatures, is equal to the
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o

Figure 11.5: Schematic representation of the trans-linear water dimer. The subunit
O-H: - -O is essentially linear. Reproduced from Robitaille [75], with permission.

ratio of the force constants [75,76]:
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Since it is known that k1 /ke = 100 [75], and if the mean temperature of the
oceans is =300 K, then,

Ty ~ - ~ 3K.

“Consequently, a mechanism for creating isotropy from an
anisotropic ocean signal is indeed present for the oceanic =3 K
Earth Microwave Background.” [75]

Hence, the spectrum from the hydrogen bond does not report the tem-
perature of the body of water emitting microwaves. This temperature is only
an apparent temperature - it is not the temperature of anything; illustrating
the fact that Planck’s equation is not universal. The consequences of this
for cosmology are dire, for it was from the ground, in 1964, that Penzias and
Wilson [77] detected what has since been dubbed the Cosmic Microwave Back-
ground (CMB) radiation. They assigned an absolute temperature of 3.5 + 1
K to their residual signal. In assigning an absolute temperature they violated
the physics of thermal emission because they knew nothing of the source of the
signal. Only from a known black solid at thermal equilibrium can an absolute
temperature be assigned with certainty. Temperatures extracted from spectra
of unknown sources are uncertain, since the source might not be black, near
black, or in thermal equilibrium.

11.3 The ‘Cosmic Microwave Background’

Cosmology asserts that there is an isotropic cosmic microwave signal (CMB)
pervading the Universe and that it has the profile of a blackbody spectrum at
an absolute temperature of ~2.725 K, produced by a big bang creation event:

“According to the big bang theory, the universe was in thermal
equilibrium during its early stages. A searing light pervaded all
locations and traveled in all directions, with the characteristics of
a blackbody at very high temperature.” [64]
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It is said to be the thermal remnant of a big bang creation event, “the fading
archive of the Universe’s fiery beginning billions of years ago” [63], “an all-
pervasive hum of radiation with a temperature equivalent of a little more than
3 degrees Kelvin (three degrees above absolute zero) ...a faded snapshot of
the universe as it was some three hundred thousand years after the big bang”
[64]. Cosmology claims to be able to reconstruct its big bang universe right
back to the tender age of 10743 seconds [63]. Between this ‘time’ and some
380,000 years after creation ex nihilo, the big bang universe was occupied
only by particle-exotica such as neutrinos, quarks, gluons, leptons, atomic
nuclei, and photons (i.e. electromagnetic radiation) [56,63,65]. To invoke
the thermal equilibrium requirement of Kirchhoft’s Law of Thermal Emission
and Planck’s equation, it is merely claimed that these primaeval particles were
in thermal equilibrium: “According to big bang theory, the universe was in
thermal equilibrium during its early stages.” [64]. No explanation is given as
to how thermal equilibrium was achieved, bearing in mind that cosmology also
asserts that “At the big bang itself, the universe is thought to have had zero size,
and so to have been infinitely hot” [66]. Since temperature is a manifestation
of the kinetic energy, and hence the speed, of particles other than photons
(i.e. particles that, according to cosmologists, have ‘rest mass’), one can only
wonder how fast these particles must have been moving in order to be ‘infinitely
hot’, all the while occupying and speeding through zero volume, at thermal
equilibrium! That which has zero size has no volume and hence cannot contain
mass or have a temperature. According to the physicists and the chemists,
temperature is the motion of atoms or molecules. The more energy imparted
to the atoms or molecules the faster they move about and so the higher the
temperature. In the case of a solid the atoms or molecules vibrate about their
equilibrium positions in a lattice structure and this vibration increases with
increased temperature. Pauling [67] conveys this:

“As the temperature rises, the molecules become more and more
agitated; each one bounds back and forth more and more vigorously
in the little space left for it by its neighbours, and each one strikes
its neighbours more and more strongly as it rebounds from them.”

Increased energy causes atoms or molecules of a solid to break down the
long range order of its lattice structure to form a liquid or gas. Liquids have
short range order, or long range disorder. Gases have a great molecular or
atomic disorder. In the case of an ideal gas its temperature is proportional to
the mean kinetic energy of its molecules [55,68, 69]:

3,1 B
§kT_ 2m<v >,

where <v2> is the mean squared molecular speed, m the molecular mass, and k
is Boltzmann’s constant. But that which has zero size has no space for atoms
or molecules to exist in or for them to move about in. And just how fast must
atoms and molecules be moving about to be infinitely hot? Nothing can have
zero size and infinite hotness. Nonetheless, according to Misner, Thorne and
Wheeler [70],
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“One crucial assumption underlies the standard hot big-bang
model: that the universe ‘began’ in a state of rapid expansion from
a very nearly homogeneous, isotropic condition of infinite (or near
infinite) density and pressure.”

Just how close to infinite must one get to be “near infinite”? Infinite
and ‘near infinite’ density and pressure are no more meaningful than infinite
hotness of zero size.

At the age of 380,000 years, called the ‘time of decoupling’ or the ‘time of
recombination’, the supposed expanding universe became transparent to radi-
ation, thereby setting free the CMB. Continued expansion of the ‘spacetime’
of this universe effectively stretched the wavelength of its CMB, reducing its
‘temperature’:

“...the ‘hot big bang model.” This assumes that the universe
s described by a Friedmann model, right back to the big bang. In
such models one finds that as the universe expands, any matter or
radiation in it gets cooler.” [66]

However, since thermal spectra can only be produced by condensed mat-
ter, it is impossible for a blackbody spectrum to be produced by the exotic
non-condensed matter of which the Universe was then only supposedly com-
prised. Cosmology however, to bring matter that is not condensed into the fold
of blackbody radiation, simply and incorrectly asserts that “Blackbody radia-
tion arises whenever particles collide with each other very rapidly in thermal
equilibrium” [64]. Weinberg [56] asserts that “Any sort of body at any temper-
ature above absolute zero will always emit radio noise, produced by the thermal
motion of electrons within the body”. Soot and graphite are blackbodies. Any-
thing that produces a blackbody spectrum must have a structure similar to
that of soot or graphite. Particle collisions do not fall within the necessary
structural character. Anything that produces a planckian spectrum must pos-
sess a lattice [54]. Free particles do not have lattice structure, neither do
thermal electrons. Particles colliding “with each other very rapidly in thermal
equilibrium” do not produce a continuous spectrum, let alone a planckian one.

Penzias and Wilson [77] discovered that the residual signal in their an-
tenna did not vary with the time of day, the direction of their antenna, or
with the seasons. In the same issue of the journal that published their find-
ings, in the pages immediately before their paper, the theoretical cosmologists
Dicke, Peebles, Roll and Wilkinson [78], assigned the signal to the Cosmos,
as the remnant of a big bang creation event, to accord with the Friedmann-
Robertson-Walker metric obtained as a cosmological solution to a certain set
of Einstein’s General Theory of Relativity field equations. They too insisted
that the spectrum is that of a blackbody, so that the temperature extracted
from it is absolute. But Earth takes its atmosphere and its oceans with it as
it orbits the Sun and rotates on its axis. From the ground, the microwave
emissions from the oceans, scattered to isotropy in the atmosphere by the at-
mosphere [82,83] are independent of time of day, of seasons, and of antenna
direction, just as Penzias and Wilson reported. Shown in Fig. 11.6 is Earth.

338



CHAPTER 11. KIRCHHOFF’S LAW OF THERMAL EMISSION AND...

Approximately 70% of the surface of Earth is covered by water. The oceans
are not microwave silent.

Figure 11.6: Approximately 70% of the surface of Earth is covered by water. This
water is not microwave silent. That COBE did not report any microwave interference
from Earth is precisely because Earth is the source of the signal, from its oceans.

Penzias and Wilson in fact sampled the microwave emissions of the oceans,
present isotropically in the atmosphere due to atmospheric scattering, but
eventually came to believe that this signal has a cosmic origin, because they
did not realise that the source of their signal was proximal. The signal is not
of cosmic origin. Subsequent detection of the ‘CMB’ monopole signal by the
Earth orbiting COBE satellite, at an altitude of ~900 km, reaffirmed that
the signal is the oceanic microwave emission profile, even though the COBE
Team also assigned it to the Cosmos, on the basis of big bang predilection
and concomitant oversight of the nature of oceanic water. The immediate
consequence of this is that big bang cosmology is again invalidated.

The CMB is mathematically modelled by means of an infinite series of
spherical harmonics. The first term in the series is the monopole signal, the
second is the dipole signal, after which come the quadrupole, the hexadecapole,
and so on in the multipoles. This mathematical model, ipso facto, does not
fix the same physical causation to each component of the infinite series. The
existence of the dipole signal does not mean that the ‘CMB’ monopole signal
detected by COBE-FIRAS must exist throughout the Universe. The dipole
signal is, according to cosmology, on its assumptions for the CMB monopole,
due to a Doppler effect associated with motion of the local galactic group
through the CMB.

“If the Earth is moving, however, there is a smooth variation
in temperature across the sky, because of the Doppler effect. In
the direction in which the FEarth is moving, the cosmic background
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looks warmer; in the direction of recession, cooler. ... The amount
of warming and cooling is proportional to the speed of motion com-
pared to the speed of light, and the direction of the dipole lines
up with the direction of motion. ...the sky was warmest in the
direction of Leo and coolest in the direction of Aquarius, which
means that the Earth was moving toward the former and away from
the latter. That is not the direction in which the Galazy rotates.
... Not only is the entire Galazxy rotating, as it should be, but, un-
expectedly, it is also moving through space. And it is moving very
fast - siz hundred kilometers a second, or more than a million miles
an hour. ...while Farth and the Solar System are moving toward
Leo at about 350 kilometers per second - more than ten times the
velocity of the Earth going around the Sun - the Milky Way galazxy
s traveling about 600 kilometers per second. ...And the Milky
Way is not alone in its extreme velocity. About a dozen neighbor-
ing galazies - the Local Group - are also moving presumably under
the influence of the distant unseen structure.” [64]

The dipole signal is not isotropic, and had been detected by instruments
aboard balloons, planes and rockets, before COBE. The Soviet Relikt-1 satel-
lite, for instance, detected the dipole signal [79]; COBE confirmed the finding,
and from its measurements its ‘temperature’ at 3.353+0.024 mK in the direc-
tion (I,b) = (264.26° + 0.33°,48.22° 4 0.13°) galactic longitude and latitude.
Since Earth is in fact the source of the strong monopole signal detected by
COBE-FIRAS, cosmology’s mathematical model of the CMB bears no rela-
tion to reality, despite the existence of the dipole signal. The cause of the
dipole signal must lie elsewhere [84]. Merely aligning it to a component of the
mathematical model does not make its ultimate setiology the same, explicitly
or implicitly, as the strong monopole detected very near Earth. Cosmology’s
mathematical model simply reflects the assumptions by which it was con-
structed. Nothing in the mathematical model compels the assumptions for it
to be true.

11.4 The Cosmic Background Explorer satel-
lite

On November 18, 1989, the Cosmic Background Explorer satellite (COBE)
was launched, commissioned to survey cosmic microwaves and infrared signals
at an altitude of =900 km above Earth. It carried two instruments for mi-
crowave purpose; (1) the Far Infrared Absolute Spectrophotometer (FIRAS),
(2) the Differential Microwave Radiometers (DMR). FIRAS was to sample the
CMB monopole signal and DMR primordial anisotropies in the CMB. Both
instruments returned data for the dipole signal. Fig. 11.7 is a schematic of
COBE-FIRAS.

“FIRAS was designed to function as a differential radiometer,
wherein the sky signal could be nulled by the reference horn Ical.”
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Sky Horn

Reference Horn
MIRROR MECHANISM

XCAL

Figure 11.7:  Salient components of FIRAS: Sky horn, reference horn,
Ical (2 thermometers), and Xcal (3 thermometers) (Ical = Internal cali-
brator, Xcal = External calibrator).  From [81], courtesy of NASA and
the COBE Science Working Group. Accessed online 16" August 2017,
https://lambda.gsfc.nasa.gov/product/cobe/firas_exsupv4.cfm

[82]

The CMB monopole temperature was reported by FIRAS as 2.72540.001
K [80] over a blackbody spectrum. The signal to noise for the monopole was
so great that the error bars on the graph of the spectrum are some 400 times
smaller than the width of the line used to draw the graph, shown in Fig. 11.8.

The COBE Team reported that the satellite’s shield covered the frequency
range 30 GHz to 3,000 GHz, although FIRAS sampled principally in the 30-600
GHz range. This is a 100-fold shield frequency range. But no such broadband
shield exists. Moreover, a shield to intercept extraneous microwaves must be
specially designed. Examination of the COBE shield design [88] reveals that
no measures were specially taken for microwaves. COBE’s shield was not able
to prevent microwave diffraction over its shield. Indeed, the COBE-FIRAS
Team reported that they detected unexpectedly higher intensity at the lower
frequencies and unexpectedly lower intensity at the higher frequencies [80].
This is precisely the effect expected however due to microwave diffraction over
the shield.

The COBE Team did not report any microwave interference from Earth.
This attests to the Earth being the actual source of the signal [82,83].

Since the COBE shield was helpless before microwave diffraction over its
perimeter, microwave emission originating from the oceans below it, scattered
to isotropy by Earth’s atmosphere, were able to freely diffract over the shield
and into the FIRAS horn. Bearing in mind that the signal to noise for FTIRAS
was enormous, the source of the signal must be proximal. Since the ~2.725
K monopole signal is so powerful, any satellite located anywhere should, with
a suitable detector, find no less signal to noise power. Yet no cosmological
satellite far beyond the confines of Earth reported detection of the ~2.725 K
CMB monopole signal. Without the CMB monople signal beyond the confines
of Earth, all arguments for its existence and its supposed anisotropies have no
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Figure 11.8: The planckian spectrum of the CMB monopole signal reported by
COBE-FIRAS. FIRAS was sensitive not directly to the sky but to the difference
between the sky and the FIRAS external calibrator, zcal. Hence, this spectrum
is that of the external calibrator, matched to the sky. Although data was initially
reported by the FIRAS Team for < 2cm™*, this data was subsequently dropped from
the plot, without explanation, and the frequency axis was offset to the left. Figure
courtesy of NASA and the COBE Science Working Group. Accessed online 11*"
August 2017, https://lambda.gsfc.nasa.gov/product/cobe/cobe_image_table.cfm

scientific merit. There can be no doubt that the ~2.725 K monopole signal
has its origin on Earth [82].

The COBE-FIRAS Team reported a set of three interferograms, obtained
in-flight, in a single image (Fig. 11.9). The top trace had the Internal Cal-
ibrator (ICAL) set at 2.759 K and compared to the sky. The trace seems
to contain only small deviations from the horizontal and is reported as “near
null”. The second trace has ICAL set at 2.771 K and compared to the sky. It
contains significant vertical displacement and is reported as “off null”. The
third and final trace has ICAL set at 2.759 K and the External Calibrator
(XCAL) set at 2.750 K and contains a significant vertical displacement. De-
spite reporting a “near null” at 2.759 K the FIRAS team ultimately reported
a ‘CMB’ temperature of 2.725 K. However, Robitaille [82] has pointed out that
the top and bottom traces are not drawn to the same scale. This is evident
from the noise power in the traces. The noise power should be the same for
all three traces. It is most clearly evident in the middle trace as it is the jitter
in the baseline of the trace. For the top and bottom traces to appear on the
same scale as the middle trace, so that the jitter is of the same amplitude,
they must be amplified by a factor between 3 and 5. The result is that the
“near null” report is far from near null. The top and bottom traces have
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Figure 11.9: Interferograms obtained in flight with FIRAS. The top and
bottom traces are not on the same scale as the middle trace. The traces
are deceptive. ~ From Mather et al.  (1990) [87], courtesy of NASA and
the COBE Science Working Group. Accessed online 16" August 2017,
https://lambda.gsfc.nasa.gov/product/cobe/firas_exsupv4.cfm

had their amplitudes suppressed, apparently to give the false impression that
a ‘near null’ was obtained. These traces are deceptive [85]. Moreover, the
spectral precision reported by the FIRAS Team is well beyond the capacity of
the instrumentation that was on COBE:

“Finally, in 2002, Fixsen and Mather advance that ‘the mea-
sured deviation from this spectrum are 50 parts per million (PPM,
rms) of the peak brightness of the CMBR spectrum, within the un-
certainty of the measurement’. Using technology established in the
1970°s, the FIRAS team reported a spectral precision well beyond
that commonly achievable today in the best radiometry laboratories
of the world.” [82]

The reported a null at 2.759 K is 34 mK above the reported sky temper-
ature, 2.725 £+ 0.001 K. Null should ideally occur at the sky temperature.
Owing to 18 mK error in the thermometers, ~3 mK temperature drift, 5 mK
error in the sky horn Xcal, and 4 mK error in Ical, Robitaille determines an
overall error bar of ~64 mK in the microwave background. Yet the FIRAS
team reported only ~1 mK. Errors were evidently dumped into the calibration
files. And as Robitaille [82] observes, “a I mK error does not properly reflect
the experimental state of the spectrometer”. Moreover, the FIRAS team’s cal-
ibration procedures produced calculated Ical emissivities great than 1.3 at the
higher frequencies; but the theoretical maximum for emissivity is exactly 1 by
definition.
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FIRAS was unable to obtain proper nulls, despite the FIRAS team’s reports
that they obtained “the most perfect blackbody spectrum ever measured” [89):

“It is sometimes stated that this is the most perfect blackbody
spectrum ever measured, but the measurement is actually the dif-
ference between the sky and the calibrator.” [89)

Robitaille [82] expresses the relationship thus:
(Sky - Ical) - (Xcal - Ical) = (Sky - Xcal).

It is clear from this relation that the effects of Ical and instrumental factors
should be negligible: but that is not what the FIRAS team found. It is also
clear that if Xcal matches the sky a null will result. Xcal is assumed an ideal
blackbody spectrum and so the sky would also be an ideal blackbody spectrum
in the event of a null. The FIRAS team assumed from the outset that the sky is
as an ideal blackbody. Note that if the calibration obtained with Xcal in place
is dominated by leakage of sky signal into the horn then a perfect blackbody
spectrum would result because the sky would then be compared with itself.
Robitaille [82] has shown that there was significant sky leakage into the horn
during calibration with Xcal.

Unable to obtain a proper null, the FIRAS team blamed instrument prob-
lems and the calibrations, but never entertained the possibility that the sky,
owing to emissions originating from the Earth diffracting over the RF shield,
was not behaving as a blackbody, as they assumed. Fixen et al [81] remarked:
“Howewver, the measured emission is higher than predicted, particularly at the
lowest frequencies; at the very frequencies at which diffraction of photons from
Earth would be a maximum over the RF shield. In addition, all data when
the Earth illuminated the instrument were rejected outright, thereby removing
any effect of earthshine that might well assign the microwave background to
the oceans.

“In the end, the FIRAS team transfers the error from the spec-
trum of interest into the calibration file ... Using this approach it
would be possible, in principle, to attain no deviations whatever
from the perfect theoretical blackbody. Given enough degrees of free-
dom and computing power, errors begin to lose physical meaning.
The calibration file became a repository for everything that did not
work for FIRAS” [82]

To extract the cosmic microwave anisotropies thought by cosmology to be
lurking beneath the CMB monopole signal, COBE-DMR had to contend with
the presence of the microwave monopole, the dipole, and the galactic fore-
ground which is ~1000 times stronger than the signal sought (the galactic
contamination is in mK). This is a dynamic range problem, similar to water
suppression in biological proton Nuclear Magnetic Resonance (NMR). For in-
stance, a biochemical compound of interest is often dissolved in water, in the
aqueous cytosol of a cell. Water is ~110 molar in protons. A compound of
interest might be ~1 - 100 millimolar. A best case scenario is then an ~1,000
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fold required water signal removal. In biological proton NMR, water sup-
pression can be 100,000 or more. To achieve suppression of water resonances
that swamp the resonance of the dissolved compound of interest, various tech-
niques have been developed, either physically, as in specialised spin excitation,
or biochemically through substitution. One example of how this is achieved is
sufficient to make the point: Biochemical substitution involves removal of most
of the water protons by substituting deuterium oxide (D2O) using a process
called lyopholisation, where the sample is repeatedly frozen then sublimated
under vacuum. The water solvent is then replaced by DO, which has a nu-
clear magnetic resonance far from water, thereby revealing the resonance of
the compound of interest at the relevant frequency. This is an example of
modification of the sample in order to secure the signal of a compound that
has a resonance that lies below that of the aqueous solvent. An example of
this process is depicted in Fig. 11.10.

The cosmological satellites attempting to extract anisotropies from the
CMB are even worse off than the example of Fig. 11.10, because the hy-
pothesised anisotropies are, analogously, located directly beneath the water
resonance. Thus, as Robitaille [90] has emphasised, laboratory experience at-
tests that it is impossible to extract a signal ~1000 times weaker than the
enveloping noise without being able to manipulate the source of the signal
or without a priori knowledge of the nature of the signal source; neither of
which were available to COBE-DMR. George Smoot, the principal investigator
for COBE-DMR, related that to extract the weak multipoles, which he called
“wrinkles in the fabric of time” [64], by computer data-processing, required
first the removal of the 2.725 K monopole, the dipole, the galactic foreground,
and then the quadrupole. He puzzled over why the multipoles did not ap-
pear until the quadrupole was finally removed by computer data-processing
methods, since the raw data contained no systematic signal variations:

“We were confident that the quadrupole was a real cosmic sig-
nal. ... By late January and early February, the results were begin-
ning to gel, but they still did not quite make sense. I tried all kinds
of different approaches, plotting data in every format I could think
of, including upside down and backwards, just to try a new perspec-
tive and hoping for a breakthrough. Then I thought, why not throw
out the quadrupole - the thing I'd been searching for all those years
- and see if nature had put anything else there. ... Why, I puzzled,
did I have to remove the quadrupole to see the wrinkles?” [64].

Robitaille’s [82] answer is simple:

“However, when Smoot and his colleagues imposed a systematic
removal of signal, they produced a systematic remnant. In essence,
the act of removing the quadrupole created the multipoles and the
associated systematic anisotropies. ...these findings have no rele-
vance to cosmology and are purely an artifact of signal processing.”

Smoot’s “wrinkles in the fabric of time” are nothing more than consis-
tent residual ghost signals produced by his computer data-processing. The
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Figure 11.10: Proton nuclear magnetic resonance (NMR) spectra acquired from a
0.1 M solution of 0.1 M N-benzoyl-L-arginine ethyl ester hydrochloride in water (A,
B). The spectrum is shown in full scale (A). In (B) the vertical axis has been expanded
by a factor of 100, such that the resonance lines from the N-benzoyl-L-arginine ethyl
ester can be visualized. A 1H-NMR spectrum acquired from 0.1 M N-benzoyl-L-
arginine ethyl ester hydrochloride in deuterium oxide (D20) is also displayed (C).
Spectra display only the central region of interest (4.0-5.5 ppm). Acquisition param-
eters are as follows: frequency of observation 400.1324008 MHz, sweep width 32,768
Hz, receiver gain 20, and repetition time 5 seconds. The sample dissolved in D20 (C)
was acquired first using a single acquisition and a 90 degree nutation. A field lock
was obtained on the solvent. This was used in adjusting the feld homogeneity for
both samples. For (A) and (B), 20 acquisitions were utilized to enable phase cycling
of the transmitter and receiver. In this case, the nutation angle had to be much less
than 90 degrees in order not to destroy the preamplifer. A field lock could not be
achieved since D20 was not present in the sample. These slight differences in acqui-
sition parameters and experimental conditions make no difference to the discussion
in the text relative to problems of dynamic range. Figure and caption reproduced
from [90] with permission.

appearance of such systematic ghost signals throughout an image when com-
puter data-processing large contaminating signals is very well known in medical
imaging, an example of which is Fig. 11.11.

“Apparent anisotropy must not be generated by processing” [82,90]. This is
not to say that the sky is not anisotropic, since the microwave contamination is
anisotropic, but that the anisotropies reported by COBE-DMR are not present
in the sky, rather only as self-induced artifacts of computer data-processing,
mistaken for signal.
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Figure 11.11: Ultra High Field 8 Tesla MRI image of an 18 cm ball of mineral
oil acquired using a 3-dimentional acquisition. A) Axial slice representing a region
contained within the physical space occupied by the 18 cm mineral oil ball. (B)
Axial slice through a region located outside the physical space occupied by the ball.
Note that the image displayed in (B) should be entirely devoid of signal. The severe
image processing artifacts contained in (B) are a manifestation that the processing of
powerful signals can result in the generation of weak spurious ghost signals. Figure
and caption reproduced from [90] with permission.

11.5 The Wilkinson Microwave Anisotropy
Probe satellite

The Wilkinson Microwave Anisotropy Probe (WMAP) sampled the sky from
the 2" Lagrange Point (L2), 1.5 million kilometres from Earth, depicted in
Fig. 11.12.

Figure 11.12: The Lagrange points and the location of WMAP at L2. Reproduced
from [84] with permission.

WMAP did not measure absolute intensity of any microwave signal because
it was strictly a differential instrument: It operated by measuring the signal
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difference between input antennae. All data was therefore ‘difference data’.
Signal from the sky was sampled by two receivers and the difference contin-
ually monitored. The pseudo-correlation radiometers of WMAP are shown
schematically in Fig. 11.13. Signal from different parts of the sky enter the
two sky horns. These signals are subtracted by the instrument so that any
signal that is common to each sky horn vanishes in the output data. What
is left is difference data. Any differences that persist represent anisotropies.
Thus, if the CMB monopole signal is present at L2, it is subtracted out imme-
diately by the instrument. WMAP, by its differential operation, was totally
blind at L2 to the presence or absence of the strong monopole signal detected
by COBE-FIRAS near Earth. In the case of the dipole signal, since it is
anisotropic, it appears in the difference data of WMAP. The WMAP Team
reported detection of the dipole signal at L2. Because the dipole signal is
noise in relation to the sought after anisotropies of the assumed CMB, it had
to be removed. Removal of the dipole signal was done by computer data-
processing because it cannot be subtracted out instrumentally. In addition
to the dipole, anisotropic signals from the galactic foreground, and numerous
points sources of microwaves, both galactic and extragalactic, also had to be
removed by computer data-processing. Thus, everything depended on com-
puter data-processing after differencing of the sky horns, whether or not the
CMB monopole signal even existed at L2.

Cold Warm
Sky A side —— —
Feed |
Hom Phase
Amplifier | Amplifier  Switchas Band Pass Differential
Filters Line Drivers

Figure 11.13: Partial schematic representation of the WMAP pseudo-correlation
differential radiometers [91]. The signal from each horn first travels to an orthomode
transducer (OMT) wherein two orthogonal outputs are produced, one for each ra-
diometer. One output from the OMT travels to the 180° hybrid tee before entering
the phase-matched leg of the radiometer. The signal from each horn was compared
directly to its paired counterpart. The satellite did not make use of internal ref-
erence loads and could not operate in absolute mode. (Reproduced from [84] with
permission.)

WMAP sampled at five frequencies: K = 23GHz, Ka = 33GHz, Q =
41GHz, V = 61GHz, W = 94GHz, shown in Fig. 11.14. The red-coloured
irregular horizontal band dominating each of the images is due to the galactic

348



CHAPTER 11. KIRCHHOFF’S LAW OF THERMAL EMISSION AND...

foreground, which constitutes noise that must be removed, by computer data-
processing.

—200p K E— S 200p K

Figure 11.14: The five frequency bands observed by the WMAP satellite. Images
correspond to 23 GHz (K band, upper left), 33 GHz (Ka band, upper right), 41
GHz (Q band, middle left), 61 GHz (V band, middle right), and 94 GHz (W band,
bottom). Reprinted portion of Fig. 2 from [92] with permission from Tegmark, M.,
de Oliveira-Costa, A., Hamilton, A.J.S. Copyright (2003) by the American Physical
Society.

WMAP essentially had to look through the galactic noise (peer through
the galaxy), which is all over the sky, with the highest intensity in the galactic
plane as revealed in Fig. 11.14. This is the very same dynamic range problem
that COBE-DMR had to contend with. Like Smoot’s DMR Team, the WMAP
Team had no means to physically or chemically manipulate any microwave
anisotropy source and no a priori knowledge of the nature of such sources it
sought to identify. Consequently, the WMAP Team also could not zero the
galactic foreground.

Notwithstanding the impossibility to do so, the WMAP Team, just as the
COBE-DMR Team, claimed to have successfully removed the galactic fore-
ground noise from its all-sky anisotropy map. In its attempt to do so the
WMAP Team took each all-sky image it had obtained for each of the five fre-
quencies sampled (Fig. 11.14) and divided them into the same twelve sections,
shown in Fig. 11.15.

Each region was then processed by a linear combination of each frequency
image obtained for that same region. For instance, region 0 was fully con-
structed by a linear combination of region 0 from each frequency image, by
means of assigning a weighting to region 0 in each frequency image; and so
on for all regions. The Integrated Linear Combination (ILC) coefficients and

349



11.5. THE WILKINSON MICROWAVE ANISOTROPY PROBE...

0

e . o

Figure 11.15: The 12 regions used to generate the ILC maps for year 3 average
data; from Hinshaw et. al. [96]. Reproduced with permission of D. Spergel.

weightings are listed in Table 11.1.

Region | K-band | Ka-band | Q-band | V-band | W-band
0 0.1559 -0.8880 0.0297 2.0446 -0.3423
1 -0.0862 -0.4737 0.7809 0.7631 0.0159
2 0.0385 -0.4543 -0.1173 1.7245 -0.1887
3 -0.0807 0.0230 -0.3483 1.3943 0.0118
4 -0.0781 0.0816 -0.3991 0.9667 0.4289
5 0.1839 -0.7466 -0.3923 2.4184 -0.4635
6 -0.0910 0.1644 -0.4983 0.9821 0.4428
7 0.0718 -0.4792 -0.2503 1.9406 -0.2829
8 0.1829 -0.5618 -0.8002 2.8462 -0.6674
9 -0.0250 -0.3195 -0.0728 1.4570 -0.0397
10 0.1740 -0.9532 0.0073 2.7037 -0.9318
11 0.2412 -1.0328 -0.2142 2.5579 -0.5521

Table 11.1: ILC weights by regions. ILC coefficients used in the analysis of 3-year
data by the WMAP team. This table corresponds to Table 5 in Hinshaw et. al. [96].

Note that the V-band in Table 11.1 was given a favoured weighting. There
is no scientific basis for this. Weighting of the V-band was entirely arbitrary.
Any band can be favoured ad arbitrium. Moreover, claiming that the large
galactic foreground signal can be removed, despite absence of access to sig-
nal source or a priori knowledge of it, the WMAP Team produced Integrated
Linear Combination (ILC) images, effectively assuming, without any scien-
tific basis, that the galactic foreground signal is frequency dependent and the
sought after underlying anisotropies frequency independent.

Numerical coefficients used by the WMAP team to process each section of
their final image, vary by more than 100%.

“The WMAP team invokes completely different linear combi-
nations of data to process adjacent regions of the galactic plane.

350



CHAPTER 11. KIRCHHOFF’S LAW OF THERMAL EMISSION AND...

... The coefficients for section 4, correspond to —0.0781, 0.0816,
—0.3991, 0.9667, and 0.4289 for K, Ka, Q, V, and W bands, re-
spectively. In sharp contrast, the coefficients for section 5 corre-
spond to 0.1839, —0.7466, —0.3923, 2.4184, and —0.4635, for these
bands. The WMAP team alters the ILC weights by regions, used
in galactic signal remowval, by more than 100% for the fourth coef-
ficient, despite the adjacent locations of these sections.” [84]

The ILC coefficients were nothing more than a means to add and subtract
data in order to obtain a desired result. “The sole driving force for altering the
weight of these coefficients lies in the need to zero the foreground. The selec-
tion of individual coefficients is without scientific basis, with the only apparent
goal being the attainment of a null point” [84]. To any favoured frequency
band there corresponds a particular set of ILC maps, and so different sets of
cosmological constants would result depending upon the band emphasised; as
products of data processing. Clearly, “The requirement that the signals of in-
terest are frequency independent cannot be met, and has certainly never been
proven” [84], and “There is no single map of the anisotropy, since all maps
are equally valid, provided coefficients sum to 1”7 [84], which is precisely the
condition set by the WMAP Team. Consequently: “There is no unique so-
lution and therefore each map is indistinguishable from noise. There are no
findings relative to anisotropy, since there are no features in the maps which
could guide astrophysics relative to the true solution” [84]. Since there is no
unique map, none of the maps have any real meaning. Any number of differ-
ent anisotropy maps can be generated by simply altering the ILC coefficients
ad libitum. WMAP has no unique all-sky anisotropy map. Indeed, Tegmark
et. al. [92] generated a different all-sky anisotropy map from the WMAP
database by allowing the coefficient weightings to depend upon angular scale
and on distance to the galactic plane. Consequently, the all-sky anisotropy
maps presented by the WMAP Team and Tegmark et. al. have no scientific
merit.

The galactic foreground is of the order of mK, whereas the desired
anisotropies are of the order of uK. Note in Table 11.1 that many of the
ILC coefficients were assigned negative values. Physically this corresponds to
negative temperatures for the galactic foreground, thereby making the sought
after CMB anisotropies hotter than the galactic foreground, when the sup-
posed anisotropies are colder than the galactic foreground, requiring therefore
that the galactic foreground contamination be removed in the first place.

The most important determinant of image quality is signal to noise. High
signal to noise can permit some signal sacrifice to enhance contrast and res-
olution. Without high signal to noise, contrast and resolution will always be
poor. Medicine is the most exacting field of imaging science and technology.
An example from medicine illustrates the utmost importance of signal to noise
for image quality. Fig. 11.16 is an image of a sagittal section of a human brain
using a 1.5 Tesla MRI scanner, operating at the uppermost limit of its capacity.
“The resolution is high (matriz size = 512 x 512) and the slice thickness is
thin (2 mm). At the same time, the nutation angle, echo times, and repetition
times are all suboptimal. As a result, this image is of extremely poor clinical
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quality. The contrast between grey and white matter has disappeared and the
signal to noise is =57 [84].

Figure 11.16: Section (490 x 327) of a high resolution sagittal image of the human
head acquired at 1.5 Tesla. Acquisition parameters are as follows: acquisition se-
quence = gradient recalled echo, matrix size = 512 x 512, slice thickness = 2 mm,
feld of view 20 cm X 20 cm, repetition time = 750 msec, echo time = 17 msec,
and nutation angle = 45 degrees. Figure and caption reproduced from [93] with
permission.

Compare Fig. 11.16 with Fig. 11.17. Fig. 11.17 was acquired with the
first Ultra-High Field MRI scanner [93-95], operating at a field strength of 8
Tesla. The image in Fig. 11.17 has phenomenal contrast; the delineation of
grey and white matter and the appearance of vasculature is spectacular. This
image was acquired with a much larger image resolution (matrix size = 2,000
x 2,000) while maintaining nearly the same parameters as for Fig. 11.16.
Despite its higher resolution, the image in Fig. 11.17 has a signal to noise
of ~20. Although it took longer to acquire, due to increased phase encoding
steps, the time per pixel is less than that for Fig. 11.16. “Clearly, signal to
noise can purchase both contrast and resolution” [84].

WMAP images however have a maximum signal to noise that barely ex-
ceeds 1. Consequently, “WMAP is unable to confirm that the ‘anisotropic
signal’ observed at any given point is not noise. The act of attributing signal
characteristics to noise does not in itself create signal. ... WMAP images do
not meet accepted standards in medical imaging research” [84].

In the absence of high signal to noise, the only indicative feature of images
is reproducibility. However, WMAP images cannot evidently be reproduced,
since the WMAP team not only selectively weighted the V-band, but varied
all ILC coefficients from year to year, for the central region of its images,
and also averaged images for a 3-year data image which differs significantly
from the first year image. There was no stability on a year-to-year basis let
alone on cosmological time scales (which can never be realised). Moreover, the
WMAP team’s difference images are between year 1 and the averaged 3 year,
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Figure 11.17: Section (1139 x 758) of a high resolution sagittal image of the human
head acquired at 8 Tesla. Acquisition parameters are as follows: acquisition sequence
= gradient recalled echo, matrix size = 2,000 x 2,000, slice thickness = 2 mm, feld
of view 20 cm 4 X 4 20 cm, repetition time = 750 msec, echo time = 17 msec, and
nutation angle = 17 degrees. This image corresponds to Figure 3A in Robitaille
P.M.L., Abduljalil A.M., Kangarlu A., Ultra high resolution imaging of the human
head at 8 Tesla: 2Kx2K for Y2K. J Comp. Assist. Tomogr., 2000, v. 24, 2-
7. Caption reproduced from [84], with permissions. Pressaging danger to science,
Wolters Kluwer, the publisher of J Comp. Assist. Tomogr., charged $130.40 AUD
for permission to reproduce this image.

the latter containing the year 1 image itself, not between images year to year.
Fig. 11.18 depicts comparative images; “the difference images are shown with
reduced resolution contrary to established practices in imaging science” [84].

WMAP has no unique map. The final all-sky map presented by the WMAP
Team is entirely arbitrary. Merely by adjusting the ILC coefficients entirely
different WMAP maps can be produced. Any number of such different maps
can be produced in this way. That Tegmark et al. [92] produced a different
map from WMAP ‘data’, reinforces the fact that none of these anisotropy
maps are distinguishable from noise.

Attempts to establish stablity in the all-sky anisotropy maps are futile
because they must be stable on cosmological time scales, not merely on an
averaged 3-year basis. Cosmological time scales are not available to cosmol-
ogists, and so claims of image stability are meaningless. Even so, WMAP
images are not even stable on a yearly basis. The galactic foreground and the
point sources are inherently unstable. This is clearly demonstrated in the year
1 and year 3 WMAP all-sky images [83,90]. The 3-year average constitutes
an inappropriate attempt to smooth the image. The ‘cleaning’ of the maps
is ad hoc because the WMAP team cannot know the extent to which galactic
signals must be removed from each channel. It is simply impossible for the
active and unstable galactic foreground to be zeroed. As stated above, the
3-year average ILC image differs significantly from the first-year ILC image,
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Figure 11.18: Comparison of 3-year average data with year-1 data through difference
for the K, Ka, Q, V, and W bands of the WMAP satellite. The WMAP Team presents
the difference images with reduced resolution contrary to established practices in
imaging science. From [96] (Fig. 3) with permission from D. Spergel.

shown in Fig. 11.19.

Note that the difference images in Figs. 11.18 and 11.19 are presented
by the WMAP Team at lower resolution than the 1-year map and the 3-year
average map, contrary to standards and practice in imaging science. The
lower resolution of the difference maps hides differences in the two maps that
were differenced. Moreover, the WMAP Team varied the ILC coefficients from
year to year. For example, in the 1-year map the region 0 was given the ILC
coefficients K = 0.109, Ka = -0.684, Q = -0.096, V = 1.921, W = -0.250,
whilst the 3-year average map was assigned the corresponding values (0.1559,
-0.8880, 0.0297, 2.0446, -0.3423), as shown in Table 11.1, also bearing in mind
that the 1-year map is itself a component of the 3-year average map. Note
that the K-band was changed by nearly 50% and that the Q-band changed
sign and decreased in magnitude by a factor of 3.

The vagarious methods employed by the WMAP Team to produce all-sky!
anisotropy maps attest that there are in fact no CMB anisotropies anywhere.
The notion that the ~2.725 K monopole pervades the Universe as a thermal
remnant of a big bang creation ex nihilo, is due to theory that violates the

L<All-sky’ means that the entire galactic plane is included.
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Figure 11.19: Comparison of the 3-year average ILC map with the year-1 ILC
map. Note that the difference images are shown at reduced resolution contrary to
established practices in imaging science. This figure corresponds to Fig. 9 in Hinshaw
et. al. [96]. Reproduced with permission of D. Spergel.

physics of thermal emission and thermodynamics. Kirchhoff’s Law of Thermal
Emission is false and Planck’s equation for thermal spectra is not universal.
One cannot assign an absolute temperature to the microwave signals detected
from the ground by Penzias and Wilson and by COBE-FIRAS in Earth orbit.

355



11.6. THE PLANCK SATELLITE

In any event the =2.725 K monopole signal has its source in the oceans of
Earth and does not reach to L2.

11.6 The Planck Satellite

The European Space Agency’s Planck satellite, as with NASA’s WMAP,
was located at L2. It carried two instuments for determination of CMB
anisotropies; the Low Frequency Instrument (LFI) and the High Frequency
Instrument (HFT). The HFI was limited to anisotropy survey as it was not
capable of detection of a CMB monopole:

“Planck cannot measure accurately the monopole (uniform part
of the emission) because many sources contribute (telescope, horns,
filters, ...” [97]

Since COBE-FIRAS reported an enormous signal to noise, Planck HFI would
have experienced the same, so the impact of spurious signals from telescope,
horns, filters, etc. on Planck would be of little concern.

The LFI however was able to operate in both differential and absolute
mode because it carried two onboard 4 K blackbody reference loads. In this
regard it was similar to COBE-FIRAS which carried a blackbody calibrator.
In differential mode the LFI functioned like WMAP and COBE-DMR, in order
to survey anisotropies. Fig. 11.20 is a schematic of the Planck LFI differential
radiometers.

In absolute mode the LFI could compare the sky directly with its reference
loads and thereby ascertain the presence of an ~2.725 K monople signal L2.
But the Planck Team has never reported detection of the CMB monopole
signal at L2. In fact, the Planck Team utilised the COBE-FIRAS strong
monopole signal as its reference base:

“The CMB is given by a perfect blackbody with only a single
spectral parameter, namely the CMB temperature. We adopt a
mean value of Tepmy = 2:7255 £0:0006K (Fizsen 2009), and note
that the uncertainty in this value is sufficiently small to justify its
use as a delta function prior.”

The temperature reported in this passage from the Planck Team is that de-
tected by COBE-FIRAS ~900 km from Earth. It is a scientific fact that the
~2.725 K monopole signal has never been detected beyond ~900 km of Earth.
Without this monopole signal beyond Earth, all claims for the ‘CMB’ and its
anisotropies have no scientific merit: just wishful thinking.

The reference loads of the LFI had to be kept at the temperature 4 K. There
was no direct means on the LFI to do so. The shield of the HFI however was
cooled cryogenically to 4 K. To ensure operational temperature of the reference
loads of the LF1I, the Planck Team attached the them directly to the HFT shield
by means of steel screws and washers:

“stainless steel (AISI304) thermal washers, ...interposed be-
tween the loads and the interface points to the HFI. ... These are
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Figure 11.20: Partial schematic representation of the PLANCK LFI pseudo-
correlation differential radiometers. Prior to entering each radiometer, the signal
from each sky horn travels to an orthomode transducer (OMT) where two orthogo-
nal linearly polarized signals are produced. Each of these signals is then compared
directly to a reference load maintained at 4 K. Unlike WMAP, PLANCK can operate
both in absolute and differential mode. In absolute mode, PLANCK will be able to
directly compare the amplitude signal observed from the sky with that produced
by the reference loads. Importantly, in order to maintain a minimal knee frequency
PLANCK assumes that the differences between the sky and reference signals will be
small. Figure and caption reproduced from [84] with permission.

small cylinders (typically 5 mm long, 1 mm wall thickness) whose
dimensions are optimized to dump temperature fluctuations in or-
der to meet requirements, . ..screws (mounted on the HFI), ... The
optimization of the thermal washers allowed to increase the damp-
ing factor, ... Cases, supported by an Al structure, are mounted on
the HFI using Stainless Steel thermal decouplers (washers), which
allows to carefully control the thermal behavior,. .. Thermal inter-
face is dominated by conduction through thermal washers,. .. Metal
parts are assembled using Stainless Steel screws at high torque, to
make thermal contact as close as possible to an ideal value.” [98,99]

Although this method ensured that the reference loads maintained a tem-
perature of ~4 K, they did so by conduction, not by thermal emission and
absorption. The conduction paths introduced by the steel attachments be-
tween the reference loads and the HFI shield ensured that the reference loads
could never be blackbodies. The error permitted heat to be shunted directly
from the reference loads to the HFT shield by conduction so that the reference
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loads emitted few or no photons to the reference horns, making the reference
loads appear to the reference horns to have a temperature of ~ 0 K. In at-
taching the reference loads to the HFI shield by steel screws and washers the
Planck Team overlooked the basic physics of thermal emission and heat trans-
fer relating to blackbodies. It thereby became impossible for the LFI to work
even before it left the launching pad. Fig. 11.21 is a schematic of the 4 K
reference loads and their attachment to the HFT shield.

/ i

Figure 11.21: Schematic representation of a Planck LFI reference load. Each load is
comprised of a reference horn (upper section) and a target (middle section) separated
by a 1.5 mm gap. The targets are constructed from molded Eccosorb (CR-110 or 117)
absorber, surrounded by an aluminum casing which acts to preserve thermodynamic
steady state within each unit, using conduction. Heat is allowed to flow out of the
target casing through a conductive path directly into the 4 K shield of the HFI
(represented by the hatched area in the lower section). This path is provided by
stainless steel cylindrical washers and screws. By providing a conductive path out
of the target, the Planck LFI team created a situation wherein a Type-8 error is
introduced [100]. By itself, the design ensured that the targets could not operate as
~4 K blackbody reference loads. Figure reproduced from [99] with permission.

The Planck Team reported testing of the 4 K reference loads before launch.
The reference loads produced internal standing waves, as the Planck LFI
return-loss traces prove (Fig. 11.22). In other words the reference loads
responded as resonant cavities, not as blackbodies. Standing waves are not
thermal processes. Thus, once again, the 4 K loads were never blackbodies.
Blackbodies do not produce standing waves. Consequently, a blackbody refer-
ence load must not produce standing waves. The presence of standing waves
is proof sufficient that the Planck LFI reference loads were never able to func-
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tion as blackbodies even if they were not attached by conduction paths to the
HFTI shield. Note the significant resonances in Fig. 11.22, as low as -50dB at
some frequencies. If the target was black, these resonances would not have
appeared.
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Figure 11.22: A network analyzer tracing for a 30 GHz reference target system,
as provided by the Planck LFI team [98]. This particular tracing was extracted
from Fig. 26 in [98] in order to better visualize its features. Note the presence
of significant resonances on this tracing, indicating the existence of standing waves
within the horn-target system. It is well known, based on elementary considerations
in electromagnetics [74], that cavities, waveguides, and enclosures, at microwave
frequencies, can sustain standing waves in a manner depending on their size and
geometry (see [74] and references therein). This problem is particularly important
when the dimensions of the target approach the wavelengths of interest. In this case,
30 GHz corresponds to a wavelength of ~1 cm in vacuum. The target casings are 3:3
x 3:3 x (= 2) cm (see Table 1 and Fig. 12 in [98]). The presence of such resonances
in the ~4 K reference loads, demonstrates unambiguously that the targets are not
black. In fact, the targets are still acting as resonant devices [74]. For a blackbody
to exist, all such resonances must be suppressed (i.e. as ideally seen by a constant
-50 dB tracing across the spectral range). In this case however, and when combined
with the data in Fig. 11.22, it appears that approximately -15 to -20 dB of return
loss can be accounted for by leakage from the 1.5 mm gap. Then, between -20 to
-25 dB of return loss can be attributed, at certain frequencies, to the existence of
resonance features. Note that 29 GHz gives a wavelength of ~1.03 cm in vacuum,
and perhaps a little more in Eccosorb (see [100] and references therein). As such,
the resonances at 28.5-29.2 GHz correspond almost exactly to 3 wavelengths in a
square 3.3 cm enclosure. Figure reproduced from [98] with permission of the IOP
and L. Valenziano on behalf of the authors and the Planck LFI consortium. Caption
reproduced from [99] with permission.

The Planck Team’s own computational analyses of the 4 K reference loads
revealed that microwave radiation could not be contained within the reference
load casing. Microwave radiation leaked out everywhere. The computational
analysis reported by the Planck Team, of field distributions both inside and
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around the targets, during testing with microwave radiation, clearly reveals
microwave flowing freely throughout the space in front and around the target.
This is particularly evident in the left frame of Fig. 11.23. The computational

= 4

Figure 11.23: Computational determination of the E-field distribution at 70 GHz
for a horn-target assembly as reproduced from Fig. 10 in [98]. White areas repre-
sent perfect conductors, whereas regions of increased brightness depict more intense
fields [98]. The left panel corresponds to PHI = 90 while the right panel to PHI =
0. Further details are available in [98]. Note how the target is unable to localize
microwave energy. Leakage of radiation beyond the 1.5 mm gap separating the horn
and the target is evident, especially in the right panel. If leakage appears to be less
intense in the left panel (examine the left edge of the casing), it is because the horn
dimension in this cut is substantially smaller than the target. Nonetheless, some
restriction of radiation is visible on the left edge of the casing in the left panel. This
acts to confirm that none of the other edges are able to confine the radiation. Note
also that the section of CR-117 absorber below the pyramid is actually acting to
reflect rather than absorb the radiation. This is especially evident in the left panel
(note red area beneath the central pyramid (see [98] for more detail). From these
calculations, it is apparent that the Planck LFI targets at 70 GHz are not black,
enabling dissipation of energy well beyond the horn-target assembly. Unfortunately,
the Planck team does not display corresponding results at 30 and 44 GHz. Repro-
duced from [98] with permission of the IOP and L.Valenziano on behalf of the authors
and the Planck LFI consortium. Caption reproduced from [99] with permission.

analyses provide unambiguous evidence that the return-loss measurements far
overstate the performance of the reference loads when attempting to evaluate
emissivity. The LFI Team did not correctly evaluate the emissivity of the 4 K
reference loads.

“Indeed, Valenziano et al. [98] do not even provide the estimated
emissiwity of their targets. By itself, this constitutes an implicit
indication that these values cannot be properly determined, with
such methods, as I previously stated.” [99]

Notwithstanding, the Planck Team assumed that in making their return-
loss measurements, no leakage into the gap could take place, even though such
leakage is evident in their own calculations, as shown in Fig. 11.23. They
further assumed, contrary to their own return-loss measurements, as shown
in Fig. 11.22, that the reference load casings could not support any standing
waves.
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The LFI consortium has demonstrated a major deficiency in knowledge
of, and violation of, even the fundamental principles of thermodynamics by
permitting the 4 K reference loads to be perfect conductors:

“the 70 GHz loads are assumed to be perfect thermal conductors,
due to their small thickness and mass.” [98]

This issue has been examined in fine detail in [100].

It is curious that the Planck Team maintains that one can take the 70
GHz map from the LFI and compare it to the 100 GHz map from the HFT,
two completely different instruments, and see at high galactic latitude the
same anisotropies, bearing in mind that the LFI did not even work. It is
also interesting to note that the Planck Team reported better than expected
performance from the LFI. The reason for this unexpected better performance
is that the 4 K reference loads appeared as ~ O K reference loads because
their emission profiles were drastically compromised by conduction to the HFI
shield. Table 11.2 summarises the logical possibilities.

Expected performance of the Planck LFI receivers

Sky Temperature ~3 K | Sky Temperature ~0 K
Reference ~4 K As expected Poor
Reference ~0 K Poor Better than expected

Table 11.2: All logical possibilities for performance of the LFI. Adapted from [99].

In any event, the fatal flaws in the design of the Planck instruments do
not circumvent the fact that the strong monopole signal detected by COBE-
FIRAS does not exist at L2. The evidence that the strong monopole signal
detected by COBE-FIRAS is overwhelming [75, 76, 82,83,90]. Ironically, the
failure of the LFI produced certain evidence that the strong monopole detected
by COBE-FIRAS does not exist at L2.

Planck is but one of three satellites that have allegedly detected ‘CMB’
anisotropies. All these satellites must agree, if their anisotropies are real. They
do not agree. The alleged anisotropies are not stable. This has been proven by
WMAP. WMAP has no unique map. The final all-sky map presented by the
WMAP Team is entirely arbitrary. Tegmark produced a different map from
the WMAP ‘data’, reinforcing the fact that none of these maps are anything
but noise. WMAP ILC coefficients vary from year to year, by as much as 100%,
and in adjacent sections of the images. Since there is no unique anisotropy
map, and no means to assign meaning to any particular such map, the maps
are indistinguishable from noise. Consequently the alleged ‘CMB’ anisotropies
have no meaning. COBE-DMR did not detect ‘CMB’ anisotropies either.
Arbitrarily removing the quadrupole from nothing but noise certainly produces
data-processing artifacts. Changing instrument from COBE to WMAP to
Planck does not make the galactic foreground, point sources, or the alleged
‘CMB’ anisotropies, become stable. It is the galactic foreground and the point
sources that are inherently unstable. This is clearly demonstrated in the year
1 and year 3 WMAP all-sky images, and another reason why there is no
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unique map. Moreover, COBE, WMAP and Planck suffer from the same
insurmountable problem - they must peer through the galactic foreground
in order to find their alleged anisotropies. However, galactic foreground is
noise as far as the ‘anisotropies’ are concerned, and must be removed, by
data-processing. Similarly, the dipole signal must be removed, again by data-
processing. The best radiometric laboratories on Earth today cannot achieve
what the ‘CMB’ anisotropy satellites claim to have achieved in space, because
it is known to be impossible under the conditions experienced by the CMB
satellites. Moreover, stability must be determined on a cosmological time scale.
None of the CMB satellites have any possibility of determining anisotropy on
a cosmological time scale.

Ultimately, the assignment of an absolute temperature to the strong mono-
pole signal from Earth is a violation of the laws of thermal emission, even if
Kirchhoff’s Law of Thermal Emission was true. The strong monopole signal
from Earth is not the temperature of anything: it is an apparent temperature,
due to the oceans on Earth. There can be no CMB without Kirchhoff’s Law
of Thermal Emission and universality of Planck’s equation for thermal spec-
tra. However, Kirchhoff’s Law is certainly false; hence Planck’s equation for
thermal spectra is not universal. Consequently, big bang cosmology and its
fiery CMB have no scientific basis.

362



Bibliography

[1]

Chapter 1 and General References

M. W. Evans, H. Eckardt, D. W. Lindstrom, S. J. Crothers, “Principles of
ECE Theory: A New Paradigm of Physics”, New Generation Publishing
and ePubli (2016).

M. W. Evans, “Generally Covariant Unified Field Theory: the Ge-
ometrization of Physics” (Abramis Academic, 2005 to present), vols. 1
to 4, vol. 5 in prep. (Papers 71 to 93 on www.aias.us).

L. Felker, “The Evans Equations of Unified Field Theory” (Abramis Aca-
demic, 2007).

K. Pendergast, “Crystal Spheres” (preprint on www.aias.us, Abramis to
be published).

Omnia Opera Section of www.aias.us.

H. Eckardt, “ECE Engineering Model”,
http://www.aias.us/documents/miscellaneous/ ECE-Eng-Model.pdf.

M. W. Evans, (ed.), “Modern Non-linear Optics”, a special topical issue
of 1. Prigogine and S. A. Rice, “Advances in Chemical Physics” (Wiley
Interscience, New York, 2001, second edition), vols. 119(1) to 119(3).

M. W. Evans and S. Kielich (eds.), ibid., first edition (Wiley Interscience,
New York, 1992, 1993, 1997), vols. 85(1) to 85(3).

M. W. Evans and L. D. Crowell, “Classical and Quantum Electrodynamics
and the B(3) Field” (World Scientific, 2001).

M. W. Evans and J.-P. Vigier, “The Enigmatic Photon” (Kluwer, 1994
to 2002), in five volumes.

M. W. Evans and A. A. Hasanein, “The Photomagneton in Quantum
Field Theory” (World Scientific, 1994).

M. W. Evans, “The Photon’s Magnetic Field, Optical NMR” (World Sci-
entific, 1992).

363



BIBLIOGRAPHY

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]
[22]
[23]

[24]

[25]

M. W. Evans, Physica B, 182, 227 and 237 (1992).

S. P. Carroll, “Spacetime and Geometry, an Introduction to General Rel-
ativity” (Addison Wesley, New York, 2004), chapter three.

J. B. Marion and S. T. Thornton, “Classical Dynamics of Particles and
Systems” (Harcourt Brace College Publishers, 1988, third edition).

S. Crothers, papers and references therein on the www.aias.us site and
papers 93 of the ECE UFT series on www.aias.us.

P. W. Atkins, “Molecular Quantum Mechanics” (Oxford University Press,
1983, 274 edition and subsequent editions).

J. R. Croca, “Towards a Non-linear Quantum Physics” (World Scientific,
2001).

E. G. Milewski (Chief Editor), “The Vector Analysis Problem Solver”
(Research and Education Association, New York, 1987, revised printing).

J. D. Jackson, “Classical Electrodynamics” (Wiley, New York, 1999, third
edition).

M. W. Evans, Acta Phys. Polonica, 38, 2211 (2007).
M. W. Evans and H. Eckardt, Physica B, 400, 175 (2007).
M. W. Evans, Physica B, 403, 517 (2008).

Michael Krause (Director), “All About Tesla” (a film available on DVD
that premiered in 2007).

Chapter 2
S.  Jensen, “General  Relativity = with  Torsion: Extend-
ing Wald’s Chapter on Curvature”,  http://www.slimy.com/

~steuard /teaching/tutorials/GRtorsion.pdf.

Chapter 8

T. Kambe, “On Fluid Maxwell Equations*”, http://www.epitropakisg.gr/
grigorise/T.Kambe.pdf.

T. Kambe, “On Fluid Maxwell Equations” in: Sidharth B., Michelini
M., Santi L. (eds) Frontiers of Fundamental Physics and Physics Educa-
tion Research. Springer Proceedings in Physics, vol 145 (2014). Springer,
Cham.

364



BIBLIOGRAPHY

28]

[29]
[30]

[39]

[40]

A. Thess et al., “Sensitivity analysis of a Lorentz force flowmeter for
laminar and turbulent flows in a circular pipe”, Center for Turbulence
Research Proceedings of the Summer Program 2006, Stanford (2006).

http://mathworld.wolfram.com/ConvectiveOperator.html

John David Jackson, Classical Electrodynamics, 3rd edition, Wiley 1998,
p- 416.

Chapter 9

Gabriele Miiller, Viva Vortex, ISBN 9783741287213, 2016, and
http://www.viva-vortex.de/.

Chapter 10

G.Y. Rainich, Electrodynamics in the General Relativity Theory. Proc.
N.A.S., 10 (1924), 124-127.

G.Y. Rainich, Second Note Electrodynamics in the General Relativity
Theory. Proc. N.A.S., 10 (1924), 294-298.

U.E. Bruchholz, Geometry of Space-Time, Progress in Physics, 5 (4)
(2009), 65-66.
http://www.ptep-online.com/index_files/2009/PP-19-06. PDF

U. E. Bruchholz, Key Notes on a Geometric Theory of Fields, Progress in
Physics, 5 (2) (2009), 107-113.
http://www.ptep-online.com/index files/2009/PP-17-17.PDF

A. Einstein, Grundziige der Relativitatstheorie. A back-translation from
the Four Lectures on Theory of Relativity. Akademie-Verlag Berlin,
Pergamon Press Oxford, Friedrich Vieweg & Sohn Braunschweig (1969).

L.P. Eisenhart, Riemannian Geometry, Princeton university press
(1949).
U.E. Bruchholz and H. Eckardt, A Numerical Method for Prediction of

Masses of Real Particles, e.g. Neutrinos, Theoretical Mathematics € Ap-
plications, 6, no.4 (2016), 53-69.
http://www.scienpress.com/

J. Gleick, Chaos, die Ordnung des Universums. VorstofS in Grenzbereiche der
modernen Physik. (Engl. orig.: Chaos. Making a new science.) Droemer Knaur
Miinchen (1990) ISBN 3-426-04078-6.

G. Kiippers (Ed.), Chaos und Ordnung. Formen der Selbstorganisation in Natur
und Gesellschaft. Reclam Ditzingen (1996) ISBN 3-15-009434-8.

365



BIBLIOGRAPHY

[41]

[42]

[43]

[46]

[47]

[48]

[49]

A. Einstein and W. Pauli, On the non-existence of regular stationary
solutions of relativistic field equations, Ann. of Math., 44 (2) (1943), 131.

U. E. Bruchholz, Masses of Nuclei Constituted from a Geometric Theory
of Fields, Adv. Studies Theor. Phys., 7 no.19 (2013), 901-906.
http://dx.doi.org/10.12988 /astp.2013.3885

K. Hagiwara et al. (Particle Data Group), Phys. Rev. D 66, 010001 (2002)
(URL: http://pdg.lbl.gov)

Chapter 11

Krauss, L.M., A Universe from Nothing: Why There Is Something Rather
than Nothing, Free Press, New York, 2012.

Robitaille, P.-M., Forty Lines of Evidence for Condensed Matter -
The Sun on Trial: Liquid Metallic Hydrogen as a Solar Building
Block, Progress in Physics, Special Report, v.4, pp.90-142, 2013,
http://vixra.org/abs/1310.0110

Stewart, B., An account of some experiments on radiant heat, involving an
extension of Prévost’s theory of exchanges. Trans. Royal Soc. Edinburgh,
1858, v. 22, no. 1, 1-20.

Kirchhoff, G.R., Uber den Zusammenhang zwischen Emission und Ab-
sorption von Licht und. Warme. Monatsberichte der Akademie der Wis-
senschaftenzu Berlin, sessions of Dec. 1859, 1860, 783-787.

Kirchhoff, G.R., Uberber  das  Verhéltnis  zwischen  dem
Emissionsvermégen und dem Absorptionsvermogen. der Koérper fur
Wiérme und Licht. Poggendorfs Annalen der Physik und Chemie, 1860,
v. 109, 275-301. (English translation by F. Guthrie: Kirchhoff G. On
the relation between the radiating and the absorbing powers of different
bodies for light and heat. Phil. Mag., 1860, ser. 4, v.20, 1-21).

Robitaille, P.-M., Crothers, S.J., “The Theory of Heat Radiation” Re-
visited: A Commentary on the Validity of Kirchhoff’s Law of Thermal
Emission and Max Planck’s Claim of Universality, Progress in Physics,
v.11, pp.120-132, 2015, http://vixra.org/pdf/1502.0007v2.pdf

Planck, M., The theory of heat radiation, P. Blakiston’s Son & Co.,
Philadelphia, PA, 1914, http://gutenberg.org/ebooks/40030

Robitaille, P-M,, The Life Cycle of the Stars,
https://www.youtube.com/watch?v=FDn_0hwLsKM

Robitaille, P.-M., Sky Scholar series on the Sun and stars,
https://www.youtube.com/channel /UCL7QIOZte WPpBWBOI&i0e-g

366



BIBLIOGRAPHY

[53]

[54]

[55]

[59]

[60]

[61]

Planck, M., Uber das Gesetz der Energieverteilung im Normalspektrum.
Annalen der Physik, 1901, v.4, 553-563.

Robitaille, P.-M., On the validity of Kirchhoff’s law of thermal emission,
IEEE Trans. Plasma Sci., v.31(6), pp.1263-1267, 2003.

Zemansky, M.W., and Dittman, R.H., Heat and Thermodynamics,
McGraw-Hill Book Company, 1981.

Weinberg, S., The First Three Minutes, Basic Books, 2" Ed., 1988.

Robitaille, P.-M., Kirchhoff’s Law and Magnetic Resonance Imaging:
Do Arbitrary Cavities Always Contain Black Radiation?, Abstract:
D4.00002, Bulletin of the American Physical Society, 2016 Annual Spring
Meeting of the APS Ohio-Region Section Friday-Saturday, April 8-9, 2016;
Dayton, Ohio, http://meetings.aps.org/Meeting/OSS16/Session/D4

Crothers, S.J., A Critical Analysis of LIGO’s Recent Detection of Grav-
itational Waves Caused by Merging Black Holes, Hadronic Journal, Vol.
39, 2016, http://vixra.org/pdf/1603.0127v4.pdf

Evans, M.W., Eckardt, H., Lindstrom, D.W., Crothers, S.J., Prin-
ciples of ECE Theory, A New Paradigm of Physics, Chpt. 9, 2016,
http://vixra.org/pdf/1611.0296v1.pdf

Levi-Civita, T., Mechanics - On the Analytical Expression that Must be
Given to the Gravitational Tensor in Einstein’s Theory, Rendiconti della
Reale Accadmeia dei Lincei, 26: 381, 1917.

Robitaille, P.-M., Robitaille, L., Kirchhoff’s Law of Thermal Emission:
What Happens When a Law of Physics Fails an Experimental Test?
http://vixra.org/pdf/1708.0053v1.pdf

Robitaille, P.-M., Is Kirchhoff’s Law True? The Experiment!
https://www.youtube.com/watch?v=YQnTPRDT03U

Gaensler, B., Extreme Cosmos, Penguin, New York, 2011.

Smoot, G., Wrinkles in Time, Little, Brown and Company, Great Britain,
1993.

Weinberg, S., Gravitation and Cosmology: Principles and Applications
of the General Theory of Relativity, John Wiley & Sons, Inc., New York,
1972.

Hawking, S.W., A Brief History of Time, Bantam Press, 1988.

Pauling, L., General chemistry: an Introduction to Descriptive Chemistry
and Modern Chemical Theory, 2"4 Ed., W. H. Freeman and Company,
San Francisco, 1953.

367



BIBLIOGRAPHY

[68]

Sears, F. W., An Introduction to Thermodynamics, The Kinetic Theory of
Gases, and Statistical Mechanics, Addison-Wesley Publishing Company.
Inc., Cambridge, Massachusetts, 1955.

Beiser, A., Concepts of Modern Physics (International Edition), McGraw-
Hill Book Company, 1987.

Misner, C.W., Thorne, K.S., Wheeler, J.A., Gravitation, W. H. Freeman
and Company, New York, 1973.

Robitaille, P.-M., An analysis of universality in blackbody radiation, Prog.
in Phys., v.2, pp.22-23, 2006, arXiv: physics/0507007

Robitaille, P.-M., Blackbody Radiation and the Carbon Par-
ticle, Prog. in Phys., v.3, pp.36-55, 2008, http://www.ptep-
online.com/index_files/2008/PP-14-07.PDF

Robitaille, P.-M., A Critical Analysis of Universality and Kirchhoff’s
Law: A Return to Stewart’s Law of Thermal Emission, http://www.ptep-
online.com/index_files/2008/PP-14-06.PDF

Robitaille, P.-M., Kirchhoff’s Law of Thermal Emission: 150
Years, Prog. in Phys., v.4, pp.3-13, 2009, http://www.ptep-
online.com/index_files/2009/PP-19-01.PDF

Robitaille, P.-M., Water, Hydrogen Bonding, and the Microwave
Background, Lettrs. to Prog. in Phys., v.2, pp.L5-L8, 2009,
http://vixra.org/pdf/1310.0129v1.pdf

Robitaille, P.-M., The Structure of Liquid Water,
https://www.youtube.com/watch?v=w3uZjdyrYeU

Penzias, A.A., and Wilson, R.W., A measurement of excess antenna tem-
perature at 4080 Mc/s, Astrophys. J., v.1, pp.419-421, 1965.

Dicke, R.H., Peebles, P.J.E., Roll, P.G., Wilkinson, D.T., Cosmic black-
body radiation, Astrophys. J., v.1, pp.414-419, 1965.

Kylpin, A.A., Strukov, I.A., Skulachev, D.P., The Relikt missions: results
and prospects for detection of the Microwave Background Anisotropy,
Mon. Not. Astr. Soc., v.258, pp.71-81, 1992.

Fixen, D.L., et al, The Cosmic Microwave Background spectrum from the
full COBE FIRAS data set, Astrophys. Jr., v.473, pp.576-587, 1996.

Fixen D.J., Cheng E.S., et al., Calibration of the COBE FIRAS instru-
ment, Astrophys. J., v.420, pp.457-473, 1994.

Robitaille, P.-M., COBE: A Radiological Analysis, Prog. in Phys., v.4,
pp.17-42; 2009, http://vixra.org/pdf/1310.0125v1.pdf

Robitaille, P.-M., The Cosmic Microwave Background,
https://www.youtube.com/watch?v=i8ijbu3dbSql

368



BIBLIOGRAPHY

[84]

[92]

Robitaille, P.-M., On the Nature of the Microwave Background at
the Lagrange 2 Point. Part 1., Prog. in Phys., v.4, pp.74-83, 2007,
http://www.ptep-online.com/index_files/2007/PP-11-11.PDF

Crothers, S.J., COBE and WMAP: Signal Analysis by
Fact or Fiction?, Electronics World, pp.26-31, March 2010,
http://vixra.org/pdf/1101.0009v1.pdf

http://viewer.zmags.com/htmlCat/index.php?mid=rpdgfh&pageid=25

Fixen, D.J., Cheng, E.S., Gales, J.M., Mather, J.C., Shafer, R.A., Wright,
E.L., The cosmic microwave background spectrum from the full COBE
FIRAS data set, Astrophys. J., v.473, pp.576-587, 1996.

Mather, J.C., Cheng E.S., et al., A preliminary measurement of the cos-
mic microwave background spectrum by the cosmic background explorer
(COBE) satellite, Astrophys. J., v.354, L37-140, 1990.

Stewart, A.C., (NASA-TM-104959) COBE ON-ORBIT EN-
GINEERING PERFORMANCE, v.1, (NASA) 321 PCSLC
22B, COBE/DELTA THERMAL/RF SHIELD ON-ORBIT
ENGINEERING PERFORMANCE, pp.214-230, March 1990,
http://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/19920008877.pdf

Fixen, D.J., Mather, J.C., The spectral results of the far infrared absolute
spectrophotometer instrument on COBE, Astrophys. J., v.581, pp.817-
822, 2002.

Robitaille, P.-M., WMAP: A Radiological Analysis, Prog. in Phys.,
v.1, pp.3-18, 2007, http://www.ptep-online.com/index_files/2007/PP-08-
01.PDF

Jarosik, N., Bennett, C.L., Halpern, M., Hinshaw, G., Kogut, A., Limon,
M., Meyer, S.S., Page, L., Pospieszalski, M., Spergel, D.N., Tucker, G.S.,
Wilkinson, D.T., Wollack, E., Wright, E.L., and Zhang, Z., Design, im-
plementation and testing of the MAP radiometers. Astrophys. J. Suppl.,
v.145, pp.413-436, 2003.

Tegmark, M., de Oliveira-Costa, A., Hamilton A.J.S., A high resolu-
tion foreground cleaned CMB map from WMAP, Phys. Rev. D, v.68(12),
123523, 2003, http://link.aps.org/abstract /PRD/v68/e123523. Copyright
(2003) by the American Physical Society.

Robitaille, P.-M.L., Berliner, L.J. (eds). Biological magnetic resonance:
ultra high feld magnetic resonance imaging. Springer, New York, 2006.

Robitaille, P.M.L., Abduljalil, A.M., Kangarlu, A., Zhang X., Yu Y.,
Burgess R., Bair S., Noa P., Yang L., Zhu H., Palmer B., Jiang Z., Chak-
eres D.M., Spigos D., Human magnetic resonance imaging at eight Tesla.
NMR Biomed., v.11, 263-265, 1998.

369



BIBLIOGRAPHY

[95]

[96]

Robitaille, P.M.L., Abduljalil A.M., Kangarlu A. Ultra high resolution
imaging of the human head at 8 Tesla: 2K x 2K for Y2K. J Comp.
Assist. Tomogr., 2000, v. 24, 2-7. 42. Robitaille, P.M.L., Berliner L.J.
(eds). Biological magnetic resonance: ultra high feld magnetic resonance
imaging. Springer, New York, 2006.

Hinshaw G., Nolta M.R., Bennett C.L., Bean R., Dore O., Greason M.R.,
Halpern M., Hill R.S., Jarosik N., Kogut A., Komatsu E., Limon M.,
Odegard N., Meyer S.S., Page L., Peiris H.V., Spergel D.N., Tucker G.S.,
Verde L., Weiland J.L., Wollack E., Wright E.L. Three-year Wilkinson
Microwave Anisotropy Probe (WMAP) observations: temperature anal-
ysis. Astrophys. J., 2006.

Lamarre, et al., http://herschel.esac.esa.int /Hcal /documents/Lamarre.pdf

Valenziarno, et al, Planck-LFI: design and performance of the 4 Kelvin
Reference Load Unit. JINST, 2009, v. 4, T12006.

Robitaille, P.-M., The Planck Satellite LFI and the Microwave Back-
ground: Importance of the 4K Reference Targets, Progress in Physics,
v.3, pp.11-18, 2010, http://vixra.org/pdf/1310.0123v1.pdf

[100] Robitaille, P.-M., Calibration of microwave reference blackbodies and

targets for use in satellite observations: An analysis of errors in theoretical
outlooks and testing procedures, Prog. Phys., v. 3, pp-3-10, 2010,
http://www.ptep-online.com/index _files/2010/PP-22-01.PDF

370



